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ABSTRACT: Near-bottom pressure sensors are widely used to measure surface gravity waves. Pressure spectra are usu-
ally converted to sea surface elevation spectra with a linear-theory transfer function assuming constant depth. This method-
ology has been validated over smooth sandy beaches but not over complex bathymetry of coral or rocky environments.
Bottom-mounted pressure sensors collocated with wave buoys in 10–13-m water depth from a 5-week rocky shoreline ex-
periment are used to quantify the error of pressure-based surface gravity wave statistics and develop correction methods.
The rough bathymetry has O(1) m vertical variability on O(1–10) m horizontal scales, much shorter than the 90–40-m
wavelength of sea band (0.1–0.2 Hz). For sensor stability, pressure sensors were deployed by divers in bathymetric lows.
When using the local depth measured by the pressure sensor, significant wave height squared overestimates the direct
wave buoy measurements (up to 21%) in the sea band. An effective depth hypothesis is proposed where a spatially aver-
aged water depth provides more accurate wave height statistics than the local depth at the pressure sensor. An optimal
depth correction, estimated by minimizing the wave height error, varies from 0.1 to 1.6 m. A bathymetry averaging scale of
13 m is found by minimizing the median bathymetry deviation relative to the optimal. The optimal and averaged bathyme-
try depth corrections are similar across locations and, using linear theory, significantly reduce wave statistical errors. There-
fore, pressure-based wave measurements require a correction that depends on the spatially averaged bathymetry around
the instrument. The larger errors when using the local depth suggest that approximately linear surface waves are not
strongly modified by abrupt depth changes overO(1) m horizontal scales.

SIGNIFICANCE STATEMENT: The measurement of surface waves by bottom-mounted pressure sensors relies on
wave theory formally derived for constant depth. We show that the constant depth assumption leads to systematic
errors in wave statistics from observations over a rough, rocky bottom. By considering a spatially averaged bathymetry
instead of the local water depth at the pressure sensor, the accuracy of wave energy density is improved, and upper-
bound biases decay from 20% to 10%.
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1. Introduction

Pressure sensors are routinely used to describe surface gravity
wave statistics such as wave spectra, significant wave height, and
wave energy flux and are fundamental to observations of wave
transformation in the nearshore. Cross-shore arrays of pressure
sensors provide gradients in sea-swell wave statistics associated
with wave shoaling and dissipation on sandy shore environments
(e.g., Thornton and Guza 1982, 1983; Raubenheimer et al. 1996;
Herbers et al. 1999), coral reef environments (e.g., Lowe et al.
2005; Monismith et al. 2015; Lentz et al. 2016; Rogers et al. 2016;
Acevedo-Ramirez et al. 2021; Sous et al. 2023), and rocky shores
(Farrell et al. 2009; Poate et al. 2018; Gon et al. 2020; Lavaud et al.
2022). The energetics of surface gravity waves are important for
driving several processes in the nearshore, such as the circulation
(e.g., MacMahan et al. 2006), infragravity waves (e.g., Bertin et al.
2018), runup at the shoreline (e.g., Gomes da Silva et al. 2020),
sediment transport on sandy beaches (e.g., Elfrink and Baldock
2002), and dispersal of tracers (e.g., Moulton et al. 2023). Accu-
rate estimates of surface gravity wave statistics from pressure

sensors are crucial for measuring how waves transform, drive cur-
rents, and induce mixing between the surfzone and inner shelf.

Surface gravity wave statistics are typically estimated from
pressure measurements using linear wave theory and assum-
ing constant water depth h. A transfer function K converts
the observed pressure spectrum [Sp(f), where f is frequency]
to a surface elevation spectrum [Sh(f)], i.e.,

Sh( f ) 5 K2Sp(f ), (1)

where K is given by (e.g., Dean and Dalrymple 1991)

K 5
cosh(kh)

cosh(kzhab)
, (2)

where zhab is the height above the bottom for the pressure
measurement and k is the radian wavenumber derived from
the linear-theory dispersion relationship:

v2 5 gk tanh(kh), (3)

where v is the radian wave frequency (v 5 2pf) and g is the
gravitational acceleration. In practice, the water depth h isCorresponding author: Olavo B. Marques, omarques@ucsd.edu

DOI: 10.1175/JTECH-D-23-0118.1

Ó 2024 American Meteorological Society. This published article is licensed under the terms of the default AMS reuse license. For information regarding
reuse of this content and general copyright information, consult the AMS Copyright Policy (www.ametsoc.org/PUBSReuseLicenses).

M ARQUE S E T A L . 1047NOVEMBER 2024

Brought to you by Naval Postgraduate School, Dudley Knox Library | Unauthenticated | Downloaded 12/05/24 09:13 PM UTC

https://orcid.org/0000-0002-7438-9616
https://orcid.org/0000-0002-5488-9074
https://orcid.org/0000-0003-3823-8391
https://orcid.org/0000-0002-7438-9616
https://orcid.org/0000-0002-5488-9074
https://orcid.org/0000-0003-3823-8391
mailto:omarques@ucsd.edu
http://www.ametsoc.org/PUBSReuseLicenses


estimated from the mean pressure and knowing zhab. In many
nearshore applications, pressure sensors are deployed near
the bed. Thus, zhab is often small (1–10 cm) and cosh(kzhab) ’ 1.
Similar transfer functions can be derived for constant depth
from linear theory to relate horizontal and vertical velocity
spectra to Sh (Herbers et al. 1992).

A well-known issue with this transformation is that K grows
exponentially at large kh so that pressure noise becomes am-
plified, and typically, a high-frequency cutoff is applied to
avoid contamination of wave statistics (e.g., Raubenheimer
et al. 1996). Validation of pressure-based wave height statistics
from (1) to (3) against statistics from direct measurements of
the surface elevation in the laboratory (Bishop and Donelan
1987) and in the field (Guza and Thornton 1980) reported an
accuracy within 10%, where the validation was performed
over 0.1, kh, 2, with small enough K2 to prevent noise am-
plification. A few comparisons have been obtained between
directly measured Sh(f) and K2Sp on the inner shelf. In a low-
sloped sandy bay, collocated Spotter (GPS-based) wave buoy
and pressure sensor integrated within an acoustic Doppler
current profiler (ADCP) in h ’ 7 m have a good time-mean
spectral comparison in the sea–swell (0.05–0.2 Hz) band
(Lancaster et al. 2021). Offshore of a low-sloped sandy beach
in h ’ 10 m, a comparison between a pressure sensor and an
acoustic surface tracker on an ADCP showed that linear theory
accurately estimated Sh out to at least kh ’ 1.5 (Martins et al.
2021). Recently, a comparison of various wave buoys and a
pressure-sensor array in 8-m water depth showed that the wave
buoys were consistent with the linear-theory-transformed
pressure measurements across the 0.07–0.25-Hz band (Collins
et al. 2024). The linear-theory transfer function (2) is derived
under a constant h approximation. For smooth and weak
bathymetric slope (i.e., bathymetry varying on scales longer
than a wavelength), this assumption works well both seaward
of the surfzone (e.g., Herbers et al. 1992; Collins et al. 2024)
where bathymetric slopes are typically ,0.01 and through the
surfzone (e.g., Thornton and Guza 1983; Herbers et al. 1999)
where bathymetric slopes are generally, 0.04.

Wave nonlinearity is not incorporated in (1)–(3), and in-
creasingly nonlinear waves modify the relationship between
near-bed pressure and sea surface elevation. A weakly nonlin-
ear and weakly dispersive (small kh) method can reproduce
the sea surface of a soliton from bottom pressure (Bonneton
and Lannes 2017) and wave time series for just offshore of the
surfzone (Bonneton et al. 2018). For O(1) kh where triads
are not resonant, the relationship between Sh and Sp can
change as a certain fraction of the wave energy at a particular
frequency is bound (e.g., Hasselmann 1962). However, in ’7-m
depth, the fraction of bound energy at f , 0.2 Hz is generally
small even for large waves (Herbers et al. 1992), and the rela-
tionship between pressure and velocity is well predicted by
linear wave theory (Herbers et al. 1992). This relationship is
so consistent even within the surfzone that it is used as a
method of quality controlling current meter data (Elgar et al.
2001). For weakly dispersive waves, large waves can also
change the dispersion relationship through amplitude disper-
sion which was detectable in the field (Herbers et al. 2002)
and laboratory (Martins et al. 2021). Linear theory also

neglects the velocity-squared terms in the Bernoulli equation,
which can be significant for estimating wave setdown and
setup (Raubenheimer et al. 2001). However, for realistic con-
ditions, this term contributes 2.5-cm root-mean-square to
hydrostatic pressure (Lentz and Raubenheimer 1999) and is
thus generally negligible for estimating wave properties.

In contrast with sandy beaches, coral reefs and rocky shores
support large multiscale bathymetric variability at scales much
shorter than the sea–swell wavelengths (i.e., large slopes and
slope variability), and the constant h assumption in (1)–(3) is
questionable. For example, coral reef bathymetry has steep
fore reefs, gently sloping flat reefs, and spur-and-groove for-
mations, all of which can have O(1) m depth changes over
O(1) m horizontal distance (e.g., Monismith 2007; Davis et al.
2021), scales much shorter than the O(10–100)-m wavelength
of sea–swell waves. Despite complex bathymetry, wave statis-
tics are often estimated by applying linear wave theory to
pressure sensor data, taking h as the depth calculated from
the data (e.g., Monismith et al. 2015). Similarly, wave height
estimates from pressure sensors have also been made over
rocky bathymetry, which may have O(1) m variability in h
over horizontal scales much shorter than sea-swell wave-
lengths (Farrell et al. 2009; Poate et al. 2018; Gon et al. 2020;
Lavaud et al. 2022). No validation of pressure-derived wave
statistics has been performed on coral reefs or rocky shores.

Assuming a constant h approximation with (2)–(3) can be
used in rough complex bathymetric regions to derive wave
statistics, it is unclear that the local pressure-sensor-estimated
h is the appropriate choice. For wavelengths and water depths
with small kh (e.g., Lentz et al. 2016), waves are largely hydro-
static, K is approximately 1 throughout the water column, and
the choice of h may not be important. However, in regions
with O(1) kh and rough bathymetry, the transfer function is
likely sensitive to the depth, which would affect wave statistics.
Accurate surface gravity wave statistics are particularly im-
portant for spatial instrument arrays where gradients of wave
statistics are taken across horizontal scales of O(10–100) m.
Gradients of wave energy flux derived from pressure sen-
sors show larger wave bottom friction dissipation over coral
reefs or rocky shores than on sandy beaches (e.g., Lowe et al.
2005; Gon et al. 2020). Large bottom friction dissipation has
been observed (Lowe et al. 2005; Gon et al. 2020) at large
water depth, where depth-limited wave breaking is negligible,
but errors in K for large kh could be significant. Therefore,
if the constant depth assumption underlying (1)–(3) leads to
substantial errors in the surface elevation spectrum, the
contamination not only extends to wave height and energy
flux but also extends to wave dissipation estimates across
the array.

Here, we use bottom-mounted pressure sensors with collo-
cated wave buoys to address the accuracy of linear wave theory
to estimate wave heights from pressure data over complex
and rough bathymetry in approximately 10-m water depth.
Observations are from a 5-week experiment that was carried
out in the Monterey Peninsula (California, United States) as
part of the Rocky Shores Experiment and Simulations (ROXSI).
The instrument array and bathymetry are described in section 2.
The accuracy of linear wave theory in (1)–(3) using the local
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water depth on highly variable rough bathymetry is tested in
section 3. In section 4, we propose and test an effective depth hy-
pothesis, where the depth from a spatially averaged bathymetry
results in more accurate wave statistics than the local depth from
a pressure sensor. Comparisons with a sandy inner shelf, applica-
tion to other environments with complex bathymetry (e.g., coral
reefs), and the implications of the effective depth are dis-
cussed in section 5. A summary is presented in section 6.

2. Methods

a. Field site and bathymetry

The first ROXSI field experiment was carried out off China
Rock, Pebble Beach, California, United States, during June–
July 2022 (Fig. 1). The goal of ROXSI is to study how rough
rocky bathymetry impacts waves and circulation in the near-
shore. The shoreline at China Rock (Fig. 1a) and most of the
bathymetry (Fig. 1b) are composed of large rocks.

Multiple datasets were combined to map the bathymetry as,
in contrast to sandy shores, rocky morphology only changes on
geological time scales. Multibeam bathymetry gridded at 2-m
resolution for water depths greater than ’10 m is available
from the California State University, Monterey Bay (CSUMB,
Seafloor Mapping Laboratory 2014). The uncertainty on the
vertical elevation of the multibeam bathymetry is 65 cm21

(Barnard et al. 2011). Shallower bathymetry was measured with
a bathymetric lidar by the Joint Airborne Lidar Bathymetry
Technical Center of Expertise (JALBTCX). The JALBTCX
dataset covers most of the study site, and the data distribution is
irregular with a varying resolution between 0.5 and 2 m, with in-
dividual point error of ;15 cm (OCM Partners 2024). A small
fraction of our bathymetry data were also obtained from a
surveying system mounted on a Rotinor DiveJet underwater
scooter. Flotation was added to the DiveJet, which is operated
at the surface by one person. A frame was mounted in front
of the DiveJet to hold a survey-grade GPS above a down-
ward-looking Nortek Signature 1000 ADCP. The ADCP has
an echosounder that was programmed to sample at 4 Hz.
Bottom-depth data at locations where different datasets
overlap are consistent with each other. Finally, subaerial topo-
graphy is available from the National Oceanic and Atmo-
spheric Administration (NOAA). Elevations relative to mean
sea level z from the combined datasets were gridded to 2-m
horizontal resolution (Fig. 1b).

The shoreline and bathymetry at China Rock have variabil-
ity at a wide range of scales (Fig. 1). On horizontal scales of
hundreds of meters, the shoreline has small headlands and
embayments spaced by 100–200 m. The bathymetry has a
moderate (1:40) cross-shore slope. Rocky formations lead
to large seafloor roughness on vertical scales of O(1–10) m
(Fig. 1c). For example, the standard deviation of z within
5-by-5-m squares has a median of 0.5 m across the study site.
The difference between the maximum and the minimum in
each square, which is a better representation of the height of
larger rocks, has a median of 2 m (consistent with the photo
in Fig. 1a and the perturbation depth in Fig. 1c). In addition
to areas with large bottom roughness, rock aggregates are

FIG. 1. (a) Image of the China Rock (Pebble Beach, California,
United States) shoreline taken at low tide, where rocks can be a few
meters tall. (b) Instrument array (circles) over the rough rocky ba-
thymetry off China Rock. An array of eight Smart Moorings (yellow
dots), collocated wave buoys, and pressure sensors was deployed at a
depth of ’10 m. We denote the Smart Mooring locations as S1–S8
going from south to north. Colors in (b) show the 2-m gridded eleva-
tion relative to mean sea level elevation with the 10-m isobaths con-
toured. The location fromwhere the photo in (a) was taken is denoted
by the magenta arrow in (b). (c) Ungridded perturbation depth rela-
tive to the depth of the S3 pressure sensor [i.e., 2(h2 hp)], where
positive (red) and negative (blue) indicate shallower and deeper
depths than at the pressure sensor (yellow), respectively. The black
circle in (c) indicates a distance of 10 m from the S3 location. Maps in
(b) and (c) are shown in a local cross-shore and alongshore (x, y)
coordinate system, where2x is offshore and directed to 2858N.
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mingled with patches of sand, where the bathymetry is
smoother (e.g., around x5 2600 m and y5 0 m in Fig. 1b).

b. Instruments and data processing

Our analysis will focus on collocated observations of sea
surface elevation and near-bottom pressure from an along-
shore array around the 10-m isobath of eight SOFAR Smart
Moorings (yellow circles in Fig. 1). These measurements are
part of a 54-instrument array deployed from 15 June to 21
July 2022 to measure wave transformation over the rocky ba-
thymetry off China Rock (black and yellow circles in Fig. 1b).
Instruments measuring surface gravity waves included SOFAR
Spotter wave buoys (Herbers et al. 2012; Raghukumar et al.
2019), Nortek ADCPs, and bottom-mounted RBR Coda and
SoloD pressure sensors.

The deployed SOFAR Smart Mooring system combined a
bottom-mounted RBR Coda pressure sensor cabled to a
Spotter wave buoy. The Spotter is a GPS-based wave buoy, as
opposed to a pitch-and-roll-based wave buoy (Herbers et al.
2012; Raghukumar et al. 2019; Beckman and Long 2022).
Three-dimensional surface displacements are provided by the
Spotter at a sampling rate of 2.5 Hz, and the manufacturer
quoted uncertainty of the vertical elevation is 2 cm (Sofar
Ocean 2024). For frequencies higher than 0.06 Hz, field obser-
vations show good agreement between sea–swell wave statis-
tics from Spotter measurements and pressure sensors (Collins
et al. 2024) or pitch-and-roll-based wave buoys (Herbers et al.
2012; Raghukumar et al. 2019; Beckman and Long 2022). In
particular, mean significant wave heights from the Spotter are
within ’4% from other instruments, and the relative root-
mean-square error is less than or equal to 6 cm (Collins et al.
2024). Time series duration from the eight Smart Moorings
varied from 24.5 to 32 days (588–768 hourly estimates of sig-
nificant wave height).

The pressure sensors collocated with Spotter buoys in the
Smart Mooring sampled at 2 Hz and were deployed in bathy-
metric lows on weighted plates at a height above the local
rough rocky bathymetry zhab 5 0.13 m. Given the large bot-
tom roughness, the water depth in a pressure sensor’s vicinity
(i.e., at 10 m horizontal scale) can be a few meters shallower
(Fig. 1c). Pressure in units of pascal is converted to units of
meters by normalization with r0g, where r0 5 1025 kg m23

and g 5 9.8 m s22. Hourly averaged atmospheric pressure
Patm was measured at a NOAA pressure gauge in the Monte-
rey Harbor (’6 km from our site). A 3-cm offset was sub-
tracted from Patm based on a comparison to our pressure
sensors when exposed in the intertidal zone. The hourly aver-
aged water depth hp is given by

hp 5
P 2 Patm

r0g
1 zhab, (4)

where P is the hourly averaged pressure p.
Hourly pressure spectra Sp were computed using 120-s-long

segments (frequency resolution ’0.008 Hz) that were tapered
with a Hann window and with 50% overlap yielding 118
degrees of freedom. Surface elevation wave spectra Sh from
the Spotter were similarly computed. The standard approach

to compute Sh from Sp is to use the local depth hp to calculate
wavenumbers k through the linear dispersion relationship in (3)
and the transfer function K in (2). This approach assumes cons-
tant depth. The significant wave height can then be computed
from either SpotterHsp or pressureHp measurements as

H ; 4

�����������
Shdf

√
: (5)

Throughout this paper, we compute significant wave height H
in the sea band between 0.1 and 0.2 Hz. For the range in time-
mean water depths at instrument locations (9:7, hp , 13:6m),
the frequency range where H is computed corresponds to wave-
lengths between 36 and 105 m and kh between 0.7 and 2.2.
The 0.1 , f , 0.2 Hz frequency band includes the surface
wave peak periods for most of the experiment and has negli-
gible contamination from pressure noise amplified by K2 at
high frequencies. Based on a Sp noise floor of 53 1026 m2 Hz21

(i.e., with an equivalent 0.2 cm uncertainty) and a water depth
of 13.6 m, the significance level of Hp is less than 1 cm. For an
upper integration limit of 0.3 Hz, the significance level in-
creases to 8 cm, which is larger than the expected errors
in the Spotter significant wave height (Collins et al. 2024).
Biases in Hp were estimated at up to 1 cm based on measure-
ments from collocated pressure sensors in hp from 7 to 13 m
for a separate deployment at the China Rock site in similar
wave conditions.

3. Accuracy of transfer function using hp

Although the pressure-based estimate of water depth hp
yields accurate Hp over low-sloped sandy beaches (e.g., Guza
and Thornton 1980), the rocky bathymetry at our site has
large vertical variability on horizontal scales of O(1–10) m,
which are shorter than the wavelength of sea and swell surface
gravity waves (Fig. 1c). Thus, it is unclear whether hp leads to
reliable estimates of Hp. Since the Smart Moorings provide
collocated pressure and surface elevation measurements, we
can assess the accuracyHp.

At the eight Smart Mooring locations, the Spotter signifi-
cant wave heightHsp varied from 0.2 to 2 m (corresponding to
a range of H2

sp between 0.04 and 4 m2; Fig. 2) largely on syn-
optic and diurnal time scales. Here, we focus on H2 as it di-
rectly relates to wave energy. Along the array, the time-mean
H2

sp varied between 0.65 and 0.81 m2, with no consistent
alongshore pattern. The observed H2

p (using hp) is in overall
reasonable agreement with H2

sp, but H
2
p is biased high at most

locations (Fig. 2).
The accuracy of H2

p relative to H2
sp is quantified with the

correlation coefficient, the linear regression slope, and the
mean-square error:

e20 5 (Hp 2 Hsp)2 , (6)

where (…) is a time average over the individual instrument
deployment, varying between 588 and 768 hourly data points
across different instruments. The squared error metric e20 is
convenient because it is proportional to wave energy and
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allows straightforward comparison to studies examining
errors in significant wave height from wave buoy data
(Raghukumar et al. 2019; Lancaster et al. 2021; Beckman
and Long 2022; Collins et al. 2024). Both bias and random
noise affect e20.

Along the array, H2
p is consistently biased high relative to

H2
sp (Fig. 2), even though the squared correlation between the

two is high at all locations (r2 . 0.94, not shown). The regres-
sion slopes vary from 1.21 at S2 to 0.99 at S4 with an average
of 1.09. The southernmost locations have the highest slopes.
The regression slope is significantly above unity at seven out
of eight locations, whereas the underestimate at S4 is statisti-
cally insignificant. Larger e20 is primarily associated with larger
regression slopes (e.g., S2).

We next compare the time average (over the experiment
duration) of the Spotter wave spectra Sh to the pressure-
sensor wave spectra K2(hp)Sp at location S3 (Fig. 3). This lo-
cation has large H2

p overestimates relative to H2
sp (Fig. 2), but

does not have the largest error. We use this location through-
out as an example of how errors in H2

p will be addressed. The
mismatch between K2Sp and Sh is frequency dependent. In
the swell band (f, 0.1 Hz), the two spectra are largely similar
as kh is relatively small and K2 # 1.6. However, in the sea
band (0.1 , f , 0.2 Hz), K2(hp)Sp is consistently elevated
over Sh, where the ratio between their sea-band-integrated
spectra is 1.17. Therefore, the overestimated Hp is due to
errors at relatively large kh in the sea-band waves (and
not swell), because the sea band at our instrument sites has
kh . 0.7 and rapidly growing K2 from 1.6 to 8.3 between
0.1 and 0.2 Hz. The errors in the sea band observed at S3

are qualitatively similar across all Smart Mooring locations.
The overestimated H2

p and K2Sp will lead to overestimated
wave energy, wave energy fluxes, and radiation stress, which
all depend on the sea surface elevation spectrum. We next ex-
plore the cause of the bias between the pressure sensor and
Spotter and how to correct the bias.

4. Correction of wave height estimates over
complex bathymetry

On the one hand, the form of the linear wave theory trans-
fer function (2), derived for a flat bottom, is supported by the
high correlation between Hp from pressure sensors and Hsp
from Spotter wave buoys (Fig. 2). On the other hand, Hp sys-
tematically overpredicts Hsp suggesting that the transfer func-
tion requires modification. If K(hp) were an accurate transfer
function, this would suggest that surface waves adjust rapidly
over short horizontal distances to sharp bathymetric changes
(Fig. 1c), contradicting linear theory. However, if surface
gravity waves are instead only responding to water depth
changes at some longer spatial scales, then simply an appro-
priate effective water depth heff, different than hp, can be used
within linear theory.

Our hypothesis, denoted the effective depth hypothesis, is
that wave statistics can be corrected by replacing hp with an
effective depth heff calculated from the mean h around an in-
strument site (Fig. 4). For sensors deployed in bathymetric
lows, heff , hp which leads to K(heff) , K(hp), thereby reduc-
ing the overestimation in K2Sp and H2

p. Therefore, using heff
instead of hp could reduce the observed H2

p and time-mean

FIG. 2. Collocated hourly pressure-basedH2
p vs Spotter wave-buoy-basedH2

sp significant wave height squared at the eight Smart Mooring
locations (Fig. 1b). The mean-square error from (6) and regression slope with its 95% confidence limit are shown at each location. The
black dashed line is the one-to-one line. From the regression slopes,H2

p consistently overestimatesH2
sp.
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spectra errors. As an example, the time-mean transfer func-
tion K2 at location S3 decreases when reducing the water
depth by 1 m (Fig. 4b), which is a reasonable vertical scale
based on the bathymetry around location S3 (Fig. 1c). Al-
though the hourly water depths and the correspondent wave-
numbers are changed by a constant, the difference in K2 is a
function of frequency, with larger changes toward higher fre-
quencies (and kh).

However, it is unclear a priori what the relevant spatial scale
for averaging the bathymetry is and how to calculate a depth cor-
rection dh such that heff 5 hp 1 dh. Using the bathymetry and
collocated measurements of pressure and sea surface elevation
from the Smart Mooring array, the effective depth hypothesis
can be tested. We first calculate an effective depth correction
using only the wave observations and then compare it to bathym-
etry averaged at different spatial scales. We consider a depth cor-
rection for the significant wave height, and thus, the calculated
depth corrections do not depend on wave frequency.

a. Effective depth from observations

To determine an optimal water depth correction dhopt, we
find the depth correction that minimizes the error betweenHp

andHsp. The error e
2(dh) is defined similar to (6):

e2(dh) 5 [Hp(hp 1 dh) 2 Hsp]2 , (7)

where Hp(hp 1 dh) is based on K2(hp 1 dh)Sp integrated
between 0.1 and 0.2 Hz, and the depth change also modifies
the estimated wavenumbers k in the linear dispersion rela-
tionship (3). At each location, we compute e2(dh) where dh
is varied from 23 to 0 m at 0.1-m intervals. The optimal wa-
ter depth correction dhopt equals dh that minimizes (7). Pos-
terior estimates on the uncertainty of dhopt are estimated
assuming [e2(dh)2 e2(dhopt)]/e2(dhopt) is a Gaussian random
variable.

For example, e2(dh) at location S3 is shown in Fig. 5. For no
depth correction (dh 5 0), e2(dh) is equivalent to e20 5 80cm2

(Fig. 2, S3). The error e2 is a parabola with dh, and the optimal
dhopt 5 21.5 m minimizes e2(dh) to 20 cm2 reducing the mean-
square error to one quarter of e20. Negative dhopt is consistent
with pressure sensors deployed in bathymetric lows (Fig. 1c)
and the effective depth hypothesis (Fig. 4), i.e., heff is shallower
than hp. At all locations, the e2(dh) curve is qualitatively similar,
and dhopt is always negative, varying from 21.6 to 20.1 m. Note
that dhopt is entirely based on the pressure and wave buoy obser-
vations and does not consider the bathymetry. Although we

FIG. 4. (a) Schematic of the rough bathymetry with a pressure sensor in a bathymetric low. Water depth is defined
as positive, where hp is the local depth at the pressure sensor and the effective depth heff is a spatially averaged ba-
thymetry. For a pressure sensor in a bathymetric low, dh , 0. (b) Time-mean transfer functions K2 computed at the
observed depth hp at instrument site S3 (red) and at a shallower depth hp 2 1 m (green).

FIG. 3. Time-averaged Spotter sea surface elevation spectra Sh

(black) and pressure-sensor estimated K2Sp vs frequency at loca-
tion S3. The time-averaged pressure-sensor-measured depth is
hp 5 9:7m. The top axis shows nondimensional khp corresponding
to the frequency axis and hp using the linear dispersion relationship
(3). The 95% error bound for the time-averaged spectra (with 2268
degrees of freedom) is shown in the upper right.
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find negative optimal depth correction at all locations, dhopt
alone does not inform what bathymetry averaging length scale
is appropriate for computing heff.

b. Effective depth from bathymetry

Since we have the bathymetry around the Smart Mooring
array, the ungridded bathymetry point cloud is averaged over
different radii length scales to find the length scale yielding a
depth correction most consistent with dhopt. The density of
bathymetric data points within the region of the Smart Moor-
ing array varies between 1 and 6 points per square meter. We
first quantify the rough rocky bathymetry depth statistics near
the pressure sensor at S3 (Fig. 1c) from the ungridded ba-
thymetry with its probability density function (pdf; Fig. 6).
Within a radius of 10 m (the nominal water depth), large
depth variability occurs with maximum–minimum range of
5 m, and the 1/3–2/3 quantile range is 1.7 m (Fig. 6). The
pressure-sensor-measured time-averaged depth hp 5 9:7m is
toward the deeper tail of the pdf, deeper than the mean and
median depths of ’8.9 m (a difference of 0.8 m), and consis-
tent with the pressure sensor located in a bathymetric low.
The pdf of h around S3 yields a skewness of approximately
20.2, and the bathymetry around all Smart Mooring locations
has negative skewness. The sign of the skewness of h is
consistent with bathymetric lows that are slightly broader
than shallower depth anomalies.

We compute depth statistics for radii between 2 # r # 30 m
at 1-m intervals to find an appropriate horizontal averaging scale
to estimate heff (Fig. 7). At every r, the depth correction is given by

dh(r) ; [h](r) 2 hp, (8)

where [h](r) is either the mean or median water depth within
a distance r from the pressure sensor (e.g., circle with r 5 10 m
is shown in Fig. 1c). The measured depth difference dh(r)
between mean bathymetry and hp is always negative and
has large variability across instrument locations, and the

magnitude tends to increase with r, which indicates that the
averaged water depth tends to get shallower (Fig. 7a). The
negative sign of dh(r) is consistent with the deployment of
pressure sensors in bathymetric lows. The standard deviation
of water depth sh at the r 5 30-m scale (Fig. 7b) varies be-
tween 1.2 and 1.8 m across instrument sites. As expected, the
variability of dh and sh is roughly consistent across instru-
ment locations, where dh tends to increase with bottom
roughness as measured by sh. For example, S1 and S2 are in-
strument locations with both relatively large dh and sh, while
S4 and S5 have smaller dh and sh (Fig. 7). At shorter distances
(r, 10 m), locations with larger sh have both a larger magnitude
of dh and a larger gradient with respect to r, which implies
that the height of the bathymetric lows increases as the hori-
zontal scale increases. At these instrument locations (S1, S2,
S3, S7, and S8), the gradient of dh decreases at distances be-
tween r 5 4 and 10 m. The gradient of the mean sh with re-
spect to r decreases from short to longer distances. This
curvature of sh with r is associated with bottom slope variabil-
ity that is larger at small scales than a relatively smoother ba-
thymetry at longer spatial scales.

In general, each location has an optimal averaging scale
resulting in a r and a dh that match dhopt. For a simple depth
correction that can be applied to any sensor, a single length
scale was determined by minimizing the depth correction
error, i.e.,

E2(r) 5 h(dh(r) 2 dhopt)2i, (9)

where h?i is an average across all eight Smart Mooring loca-
tions. Averaging over all instrument sites, at similar water
depths, increases statistical reliability in determining an optimal r̂,
which corresponds to the scale where E2 has a minimum.

FIG. 5. Mean-square error e2 from (7) betweenH2
p andH2

sp vs dh at
location S3. The minimum of e2 gives the best correction factor dhopt. FIG. 6. Probability density function of water depths h within

a circle with radius r 5 10 m of instrument location S3 (circle in
Fig. 1c) centered on the pressure sensor location. The mean depth
(red), median depth (solid black), and 1/3 and the 2/3 quantiles
(dashed black lines) are shown as is the time-mean pressure-
sensor-estimated depth hp (yellow).
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The mean-square errors E2 have well-defined global mi-
nima at r̂ 5 116 3m for the mean and r̂ 5 136 3m for the
median (Fig. 8), where the uncertainties of r̂ are estimated as-
suming [E2(r)2 E2(r̂)]/E2(r̂) is a Gaussian random variable.
The median at r̂ 5 13m has E2 that is 25% reduced from the
mean at r̂ 5 11m, suggesting that the median bathymetry at
r̂ 5 13m is an appropriate water depth to evaluate the trans-
fer functions (2). We calculate dhbathy at all locations using
the median bathymetry at r̂ 5 13m. As expected, all locations
have dhbathy , 0, indicating that pressure sensors were in
relative bathymetric lows. Five locations (S1, S2, S3, S7,
and S8) had rougher bathymetry and deeper bathymetric
lows 21.5 # dhbathy # 21 m, whereas dhbathy . 20.7 m
indicates a smoother bottom at the other three locations
(S4, S5, and S6). The larger magnitude of depth corrections
over rougher topography is also indicated by the correlation
between 2dhopt (2dhbathy) and sh, calculated within r̂ 5 13m,
where the correlation coefficient is r5 0.7 (r5 0.5).

c. Accuracy of transfer function at heff

The bathymetric corrections dhbathy using a single averaging
scale r̂ 5 13m are consistent with dhopt (Fig. 9). In terms of
magnitude, the corrections qualitatively have two groupings.
The first grouping (S4, S5, and S6) has smaller (#0.7 m) depth

corrections dhbathy, whereas the second grouping (S1, S2, S3,
S7, and S8) has larger 1–1.5-m corrections (Fig. 9). These two
groupings are separated by the dhopt error bars and the 1/3–2/3
bathymetric quantiles (vertical and horizontal bars in Fig. 9).
The dhbathy is roughly proportional to dhopt with a near-one
slope. Location S8 has the largest deviation from the one-to-
one line with a 0.8-m difference between dhopt and dhbathy
(Fig. 9). Further deviations from the 1:1 relationship might be
due to the variability of higher-order bottom-depth statistics
(e.g., skewness), but we did not consider a statistical model to
predict dhopt from dhbathy from multiple statistical moments.
Nevertheless, the overall similarity between dhopt and dhbathy
supports the effective depth hypothesis.

FIG. 7. (a) Bathymetric correction dh(r) in (8), given by the dif-
ference between the mean water depth within a distance r from the
instrument location and the time-mean observed water depth hp.
(b) The standard deviation of water depth sh within a distance r
from the instrument location. The mean (black line) in (a) and (b)
is the average across all instrument locations (colored lines). The
correction dh(r) from median water depth is similar to (a).

FIG. 8. Bathymetric correction error E2 from (9) averaged across
all instrument locations (S1–S8) vs r based on mean (blue) and me-
dian (orange) water depths.

FIG. 9. Optimal depth correction 2dhopt vs the depth correction
2dhbathy from the median depth with r̂ 5 13m. The dashed line is
the 1-to-1 line. The horizontal bars represent the 1/3–2/3 bathyme-
try quantile range. The vertical error bars represent the uncertainty
in the dhopt estimate.
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We next explore how using a heff derived from either dhopt
or dhbathy improves the significant wave height estimates at lo-
cations S3 and S4 (Fig. 10), chosen for their differing uncor-
rected Hp errors (Fig. 2) and contrasting dh (Fig. 9). The S3
uncorrected H2

p has large errors e20 5 80cm2 and a large re-
gression slope of 1.19 (Fig. 10a). With the optimal correction
using dhopt 5 21.5 m, H2

p more closely matchesH2
sp (Fig. 10c)

with best-fit slope near one and small e2 5 20 cm2, a 75%
error reduction relative to the uncorrected. Using dhbathy, the
corrected H2

p is also much closer to H2
sp than for the uncor-

rected (Fig. 10e). The corresponding e2 5 26cm2 is only
slightly greater than that of dhopt, and the best-fit slope is
1.08, a nearly 60% reduction in the bias. At location S4, the
uncorrected depth hp already yields small e20 5 14cm2, and
thus, the optimal correction is very small dhopt 5 20.1 m
with only marginally smaller e2. The bathymetric correction
dhbathy 5 20.3 m has slightly larger magnitude than dhopt,
slightly increasing e20 (by 15%) and bias (by 5%) relative to un-
corrected (dh 5 0). Therefore, using either the bathymetrically
averaged heff (,hp) reduces H2

p, and large overprediction of Hp

can be significantly corrected (S3) while also not adding sub-
stantial error where dhbathy is not far from dhopt (S4).

We next examine the effect of the two depth corrections
on the time-averaged wave spectra Sh at all eight locations
(Fig. 11). As already seen for S3 (Fig. 3), the uncorrected
K2(hp)Sp has small errors for f # 0.1 Hz, but overpredicts the
Spotter Sh within 0.1, f, 0.2 Hz at most locations (compare
red and black curves; Fig. 11). Across the 0.1 , f , 0.2-Hz
band, the optimally corrected spectra K2(hp 1 dhopt)Sp is
similar to the Spotter Sh (compare black to green curves;
Fig. 11). The bathymetric correction dhbathy, using r̂ 5 13m at
all locations, yields time-mean spectra closer to the Spotter-
based spectra than estimates using the observed depth hp,
particularly for moderate and large e20 (compare blue and
black curves; Fig. 11). At lower frequencies f , 0.1 Hz, the
spectra using hp or the optimal or bathymetric depth correc-
tions result in similar time-mean spectra, because kh is rela-
tively small (,0.82), resulting in small changes to K2.

In general, the depth correction has variable frequency-
dependent accuracy (Figs. 11 and 12). For example, the
K2(hp 1 dhbathy)Sp spectrum at location S2 has the best agree-
ment with both Sh and K2(hp 1 dhopt)Sp , and the error is very
small across frequencies. For location S3, K2(hp 1 dhbathy)Sp
overpredicts the spectrum at the peak frequency and is closer
to Sh at higher frequencies. Errors in spectra corrected by
dhopt or dhbathy are largely between 60.05 m2 Hz21 and
are smaller than the errors in K2(hp)Sp , implying the errors
after applying the depth corrections are primarily random
(Figs. 12b,c). Therefore, the mean error across locations is
very close to zero. In contrast, the errors in the elevation spec-
tra when using the local depth hp are primarily positive and
tend to increase with increasing frequency (Fig. 12a).
The errors for different choices of water depth show that the
effective depth correction is able to reduce the overestimates
of the observed sea surface elevation spectra. Although site-
specific errors after applying the depth corrections can still be
fairly large at some locations and frequencies (e.g., see S1 in

Fig. 12), note these errors in K2(hp 1 dhbathy)Sp are usually
smaller than errors in K2(hp)Sp (Fig. 12). A frequency-
dependent optimal depth correction dhopt(f) (i.e., by minimizing
errors in spectra at each frequency) was considered to reduce
site-specific errors. However, dhopt(f) did not have a robust
statistical relationship with frequency or with the bathymetry
data that could provide a frequency-dependent depth correction.

We next examine the significant wave height errors using
the uncorrected (dh 5 0), optimal (dh 5 dhopt), and the me-
dian depth within r̂ 5 13m (dh 5 dhbathy) at each of the eight
locations (Fig. 13). As seen in Fig. 2, the uncorrected error
e20 5 e2(0) varies by factor of 10, from 110 at S2 to 11 cm2 at
S5 (red bars in Fig. 13). The error with optimal correction
e2(dhopt) (green bars in Fig. 13) is reduced substantially
(.50%) relative to e20 at locations with significant e20, such as
the S1, S2, S3, S7, and S8 grouping. At locations with weak e20
(S4 and S5), the optimal correction dhopt is small and results
in e2(dhopt) that are similar to e20. Location S8 is an outlier, as
e2(dhbathy) is only slightly reduced from e20. The water depth
at S8 is similar to other locations, but the difference between
hp and the spatially averaged bathymetry at S8 has a larger
magnitude than dhopt 5 20.8 m (Fig. 9) and is fairly constant
with r (Fig. 7a). Therefore, additional metrics of depth vari-
ability (e.g., skewness) might need to be considered to reduce
H2

p errors toward e2(dhopt). Nevertheless, the correction from
the median bathymetry e2(dhbathy) (blue bar; Fig. 13) tends to
be similar to e2(dhopt) across the eight locations, indicating
that using the depth from the averaged bathymetry enables
accurate estimation of wave statistics.

5. Discussion

For pressure sensors deployed in bathymetric lows, using
linear theory with hp gives rise to clear errors in significant
wave height squaredH2

p and wave spectra. The agreement be-
tween dhopt and dhbathy and the error reduction between e20
and e2(dhbathy) support the effective depth hypothesis that a
water depth from a spatially averaged bathymetry is the
appropriate depth to use in linear theory on rough rocky
bathymetry with large variability on small spatial scales. We
next examine the errors between pressure- and Spotter-based
wave statistics relative to a sandy, smooth inner shelf, esti-
mate potential errors in measurements from the coral reef
literature, and the implications of an effective depth.

a. Comparison to a smooth, sandy inner shelf

Comparisons between collocated pressure sensors and
Spotter wave buoys on the inner shelf are not common. In a
low-sloped sandy bay in h ’ 7-m depth, a pressure sensor in-
tegrated within an ADCP had good time-mean sea surface
spectra comparison in the sea–swell band to a Spotter wave
buoy (Lancaster et al. 2021).

More recently, a range of wave buoys were intercompared
to a pressure-sensor array in 8-m water depth on a low-sloped
and smooth sandy beach (Collins et al. 2024). The Spotter was
deployed 400 m alongshore from the pressure-sensor array
over three winter months and the observed Hsp varied from
0.5 to 3 m, generally larger than observed here (Fig. 2). In a
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FIG. 10. Collocated hourly pressure-based H2
p vs Spotter-based H2

sp significant wave height squared at locations
(a),(c),(e) S3 and (b),(d),(f) S4. For Hp, the transfer function is computed at (a),(b) hp, (c),(d) heff 5 hp 1 dhopt, or
(e),(f) heff 5 hp 1 dhbathy. The bathymetric correction dh, the mean-square error e2 from (7), and the linear regression
slope are shown in each panel. The gray dashed line is the one-to-one line.
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0.1-Hz-wide band spanning similar kh ranges as here, the
Collins et al. (2024) e20 from (6) is 36 cm2, which is partially at-
tributable to process noise (e.g., true alongshore variations in
wave height) as the sensors were not collocated. Taking into ac-
count processes noise and the largerHsp, the Collins et al. (2024)
e20 5 36cm2 is consistent with the smaller e2 observed here at
locations (S4, S5, S6, and S8) all of which except S8 had small
dhopt and dhbathy (Fig. 9). The locations with e20 much larger than
those of Collins et al. (2024) (i.e., S1, S2, S3, and S7) had large
dhopt and dhbathy (with magnitudes . 1 m), and the corrections

significantly improved the errors. Therefore, if the standard ap-
proach of using hp to calculate Hp is applied for measurements
over rough topography, then the errors can be greater than ex-
pected for smooth bathymetry, which corroborates the need for
correcting pressure-sensor-based wave statistics.

b. Application to other regions

The errors in pressure-based wave measurements observed
on rough rocky bathymetry may also occur in other regions
with large bathymetric roughness, including coral reefs.

FIG. 11. Time-averaged surface elevation spectra Sh vs frequency at all Smart Mooring locations. Similar to Fig. 3, the black curve
is Spotter-estimated Sh. Three pressure-sensor-estimated spectra are shown: 1) no depth correction [red, K2(hp)Sp ], 2) optimal
depth correction [green, K2(hp 1 dhopt)Sp ], and 3) bathymetric correction [blue, K2(hp 1 dhbathy)Sp ]. Gray bars show the 95% confi-
dence interval. The top axis in each panel shows the nondimensional khp with hp at each site.
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Previous work in these environments has used hp and flat-bot-
tom linear wave theory to calculate sea–swell wave statistics,
but the accuracy of these results has not been addressed. Ac-
curate, high-resolution bathymetry is necessary to address the
accuracy of sea–swell wave statistics, but such bathymetry is
not always available. The ratio,

R ;
cosh2(kphp)
cosh2(keffheff)

, (10)

provides the overestimate of the wave energy density from a
near-bottom pressure sensor in a bathymetric low, where kp
(keff) is the wavenumber calculated through (3) at hp (heff).
For a rough estimate of R, we will approximate the effective
depth as heff ’ hp 2 sh, as supported by the correlation
of dhbathy (or dhopt) and sh, and their similar magnitude
(section 4b). Substituting this approximation into (10) yields

R ;
cosh2(kphp)

cosh2 keffhp 1 2
sh

hp

( )[ ] : (11)

Small kphp and sh/hp yield negligible errors, indicated by R’ 1,
whereas errors grow with increasing kphp or sh/hp (Fig. 14).

In terms of field deployments of pressure sensors, the error R
for a wave frequency can be estimated given the standard devia-
tion of water depth and the target depth hp for the sensor, as-
sumed to be deployed in a bathymetric low. For our Smart
Mooring observations at China Rock, sh/hp ranges from 0.07 to
0.1 given sh ’ 1 m within a scale r̂ 5 13m (Fig. 7b), and pres-
sure sensors deployed at 9:7# hp # 13:6m (Fig. 11). The ex-
pected R ranges from 1.05 to 1.34 between 0.1 and 0.2 Hz
(corresponding to 0.7 , kphp , 2.2), which indicates that errors
in K2(hp)Sp may be significant, as confirmed by the comparison
with the Spotter-based Sh (Fig. 11). Overall, the analysis of R in
(11) suggests that analogous errors to those in this paper may
also be present in regions where the bathymetry is particularly
rough spanning rocky shorelines to coral reefs.

We now estimate errors based on parameters from previous
studies of sea–swell wave transformation over coral reefs. These
R are likely overestimates as pressure sensors are assumed
to be deployed at the bottom of bathymetric lows. Waves
observed on shallow reef flats with h ’ 1 m, sh ’ 15 cm,
and peak periods from 4 to 8 s (Lentz et al. 2016) result in
a 4% overestimate at 4 s. Similar reef flat observations with
10-s peak periods (Sous et al. 2023) lead to negligible error. At
greater water depth, errors in wave statistics are potentially
larger in observations over reefs at h ’ 7 m (Lowe et al. 2005),

FIG. 12. Errors in time-mean sea surface elevation spectra from
pressure sensors K2(h)Sp relative to the Spotter Sh vs frequency.
Transfer functions K2(h) were evaluated at (a) the local depth hp,
(b) the optimal effective depth hp 1 dhopt, and (c) the effective
depth from bathymetry hp 1 dhbathy.

FIG. 13. Mean-square error of H2
p relative to H2

sp from (7) using
local depth (dh 5 0, red), the optimal depth correction dhopt
(green), and the correction from the median bathymetry at r̂ 5 13m
dhbathy (blue).

FIG. 14. Estimate of the overprediction of wave energy density R
as a function of kphp and sh/hp computed from (11).
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although the roughness in this depth was not reported. Over the
rougher coral reefs at the Palmyra atoll, with 0.4 # sh # 1.3 m
(Monismith et al. 2015; Rogers et al. 2016), observations at
h ’ 11 m may be as accurate as 2% for low-frequency swell,
but overestimates can be as large as 15% for 7-s seas. Even
larger depth changes over coral reefs can occur in the presence
of spur-and-groove formations. Observations at h ’ 10 m of
6-s mean-period waves in 2-m deep, narrow (5 m) grooves
(Acevedo-Ramirez et al. 2021) may have large biases of up to
35%. However, these biases may be overestimated given that
the dominant wave direction is parallel to the groove and av-
eraging water depth within a radius r of the pressure sensor
irrespective of direction may not be appropriate. A further
assumption in these R estimates is that wave-induced pres-
sure perturbations over coral reefs have similar characteris-
tics as on rocky bottoms despite likely differences in the
submeter roughness morphology or fluid connectivity be-
tween the two environments. This assumption needs to be
tested for a better quantification of errors in pressure-based
sea-swell wave measurements.

c. Implications of an effective depth

Although the bathymetric slope at the ROXSI field site is
weak ’0.025 over large scales, the rough rocky bathymetry
has large variability, with bottom slopes greater than 0.52
(308), over short horizontal scales of O(1) m (Fig. 1). Never-
theless, surface gravity waves propagate coherently over
rough rocky bathymetry as if there is a dispersion relationship
with an effective depth that is some spatial average of the ba-
thymetry they are propagating over. For pressure sensors in
bathymetric lows in 10–13-m water depth, we found an aver-
aging length scale of r̂ 5 13m led to the smallest error in the
0.1–0.2-Hz band (Fig. 9). However, the estimated r̂ is limited
by the water depth of the Smart Mooring sites and the wave
periods in the ROXSI experiment, and thus, the appropriate
averaging scale at other depths and/or wave conditions is un-
clear. Via dimensional reasoning, we argue that the relevant
nondimensional parameter is the ratio of the averaging scale
to the wavelength r̂/l.

For our Smart Mooring measurements, Hp was calculated
within the 0.1–0.2-Hz frequency band. Since the errors in the
sea surface elevation spectrum increase with frequency, we
take l at 0.2 Hz, and with h5 10m, r̂/l 5 13/37’ 0:36. A ba-
thymetry averaging radius can be calculated at other water
depths by taking a constant r̂/l 5 0:36 and computing the
wavelength at 0.2 Hz from the dispersion relationship (3).
The term r̂ gets shorter (longer) as the water depth decreases
(increases), such that r̂ ’ 7:5m at a water depth of 2 m. Since
errors in pressure-based Sh are small for kh , 0.7 and the
transfer function is less sensitive to the choice of water depth,
errors in Sh at f 5 0.11 Hz should be small in water depths
shallower than 8 m. Nevertheless, errors in Sh at 0.2 Hz can
still be significant in water depths around 2 m and averaging
the bathymetry is important for correcting Sh at these higher
frequencies.

Our results imply that the bed is effectively at z 5 2heff for
the dispersion relationship (3) and the transfer function (2)

and that the wave pressure signal does not decay in the verti-
cal for 2hp # z # 2heff. We hypothesize that horizontal or-
bital velocities are largely constrained to be zero within
narrow bathymetric lows relative to the wavelength, and
through the Bernoulli equation, the wave-induced pressure is
hydrostatic due to a time-varying, spatially uniform velocity
potential. In this scenario, the wave-induced pressure spec-
trum is vertically uniform within the bathymetric low. This
vertically homogeneous vertical profile is qualitatively differ-
ent than the frequency-dependent attenuation of the wave-
induced pressure in interstitial sand pores (Raubenheimer
et al. 1998). Within saturated sand, Raubenheimer et al.
(1998) showed that a frequency-dependent transfer function
can convert the measured buried pressure spectra to that at
the top of the seabed, after which (2) is used to calculate the
sea surface elevation spectra. In contrast, the proposed effec-
tive depth hypothesis only includes a depth correction dh to
the transfer function (2) from pressure to sea surface eleva-
tion spectra. The morphology of the roughness, potentially
reflected by higher-order moments such as skewness, could
also then affect the vertical structure of wave pressure within
bathymetric depressions.

Our effective depth correction is a simple method that re-
duces errors in pressure-based wave statistics. Further re-
search on the near-bed fluid dynamics of waves propagating
over rough bathymetry is required to potentially derive addi-
tional corrections. The fluid dynamics of orbital velocities and
pressure near the bottom of rough rocky bathymetry is largely
unstudied, and no theory exists linear or otherwise. Over ran-
dom bathymetry, a high-resolution [e.g., LES or direct numer-
ical simulation (DNS)] numerical model is required to resolve
the spatiotemporal variability of near-bottom pressure due
to surface gravity waves. Such modeling would allow the de-
velopment of a more comprehensive bathymetric correction
dhbathy that could potentially include multiple statistical mo-
ments of the bathymetry. Further work on detailed near-
bottom wave dynamics over rough rocky bathymetry is
forthcoming.

Future pressure-sensor deployments can benefit from high-
resolution bathymetry to inform decisions on instrument loca-
tion, estimate errors in surface wave observations, and correct
wave statistics with an effective depth. High-resolution ba-
thymetry is important for planning instrument deployment
over rough seabeds given the inherently large water depth
variability. For example, bathymetry data provide sh, and
thus, significant wave height error estimates R through (11). If
sh and R are spatially variable, then regions with smaller sea-
bed roughness could be targeted for pressure-sensor deploy-
ment and thereby reduce observational errors. For increasing
roughness (sh and R), the effective depth correction becomes
more important for estimating accurate sea–swell wave statis-
tics. To estimate gradients of wave energy fluxes, errors can
arise if sensors are too closely separated, where apparent
changes in energy flux can overwhelm small actual energy flux
differences. Therefore, pressure sensors should be deployed
with sufficient separation such that the expected actual
changes in energy flux are significantly larger than potential
errors from R. Along with high-resolution bathymetry, the
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deployment of pressure sensors also benefits from scuba div-
ing capabilities. For the ROXSI observations, divers deter-
mined the exact deployment location on site to minimize the
likelihood of instruments moving during the experiment. Lo-
cal bathymetric lows were the most appropriate choice. Given
different instrument platforms, seabed morphology, or scien-
tific goals, other choices for deploying pressure sensors on
rough seabeds could be considered.

6. Summary

We present surface gravity wave observations from eight
collocated bottom-mounted pressure sensors and Spotter
wave buoys in 10–13-m water depth from the 5-week ROXSI
field experiment, at a site with rough rocky bathymetry on the
Monterey Peninsula. The rough bathymetry has large O(1) m
vertical variability on O(1–10) m horizontal scales. Pressure
sensors were deployed by divers in rocky bathymetric lows to
enhance sensor stability in large waves. Using the pressure-
sensor-estimated water depth hp, the pressure-based signifi-
cant wave height squared consistently overestimates wave
buoy measurements (as large as 21%). Some locations have
large mean-square error e20 between pressure- and buoy-based
wave height, where e20 is 1.5–3 larger than in wave buoy meas-
urements on a sandy, low-sloped inner shelf (Collins et al.
2024). The time-mean pressure-sensor-based wave spectra are
elevated in the sea band (0.1–0.2 Hz) relative to the Spotter.
These errors are consistent with the depth hp being too large
when evaluating the linear-theory-based transfer function (2).
An effective depth hypothesis is proposed, where a depth
based on the spatially averaged bathymetry is more appropri-
ate than hp to use with linear theory for estimating wave
statistics from pressure observations. This hypothesis is con-
sistent with an assumption that an approximately linear wave
field is not strongly modified by abrupt changes in water
depth (i.e., sh ; 1 m and sh/h ; 0.1) over horizontal scales of
O(1–10) m. An optimal depth correction dhopt is estimated by
minimizing the error between significant wave heights from
pressure sensors and Spotter wave buoys. The optimal correc-
tion to the local depth is 21.6 # dhopt , 20.1 m across the
eight locations, where the sign is consistent with pressure sen-
sors in bathymetric lows and an effective depth shallower
than hp. A bathymetry averaging scale of r̂ 5 13m is found by
minimizing the squared difference between the correction
from the median bathymetry and the optimal depth correc-
tion. The optimal and averaged bathymetry depth corrections
are similar across locations. Both corrections, using linear
theory, significantly improve errors in wave statistics, particu-
larly in locations with large dhbathy and large errors e20. The
reduced errors suggest that linear wave theory provides a rea-
sonable framework to study sea–swell wave transformation
despite the complex bathymetry, but a spatially averaged ba-
thymetry needs to be taken into account. Therefore, accurate,
high-resolution bathymetry, with at least O(1) m resolution, is
necessary to calculate the spatially averaged depth around a
pressure sensor and improve estimates of wave statistics. For
application to other depths or frequencies, we argue that the
ratio of the averaging scale to the wavelength at the upper-

frequency bound for significant wave height should be kept
constant. The expected errors R in the surface elevation spec-
trum can be calculated from (11), and R increases with sh/h
and kh. While approximately shallow water waves over shallow
coral reefs have negligible errors, measurements at deeper wa-
ter in rough coral reefs may have pressure-based wave statistics
with similar errors to our observations on rocky bathymetry.
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