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ABSTRACT: Nearshore wave dissipation by bottom friction can significantly attenuate surface waves when seabed
roughness is large. Wave dissipation is parameterized with a friction factor fe, depending upon the wave orbital excursion
at the seabed Ab, and the seabed roughness kN. Parameterizations have been developed assuming small roughness kN rela-
tive to Ab, but whether they yield accurate fe for rough seabeds, such as rocky shores, is unclear. Observations from a
month-long experiment measured wave transformation on a rough rocky shore, with a large standard deviation of bottom
depth sh of 0.5–1.5 m. The explicit fe dependence on variable rocky seabed sh has yet to be demonstrated. Sea-swell energy
flux consistently decays shoreward of 8-m water depth, which is well offshore of the surfzone given the time-mean incident
significant wave height of 1 m. The observed cross-shore flux convergence yields fe estimates across the instrument array.
Quality control criteria are implemented to reduce noise in estimated fe. Hourly fe vary from 1 to 10 and increase with
smaller Ab/sh, and binned means indicate a power-law scaling. When using a spatially averaged standard deviation sref

h , the
scatter around binned means increases, demonstrating that fe is related to sh. Intercomparison with previous experiments
is challenging due to different methodologies and definitions of fe. Nevertheless, observations from multiple experiments
are broadly consistent with a power law in terms of Ab/sh. Given high-resolution bathymetry, our empirical fe scaling can
be used to parameterize wave dissipation over rough seabeds of coral reefs and rocky shores.

SIGNIFICANCE STATEMENT: In contrast with sandy beaches, the large seabed roughness of coral reefs and rocky
shores can induce significantly larger wave dissipation by bottom friction. We present observations over a rough rocky
shore, where incoming sea-swell waves are largely dissipated by bottom friction offshore of the surfzone. While theoret-
ical expressions can estimate the wave friction factor fe for small seabed roughness, our results provide an empirical
power law for fe, which can be used to parameterize dissipation in wave transformation models over rough seabeds.
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1. Introduction

Surface gravity waves are important drivers of nearshore
processes. For example, surface gravity waves are responsible
for inducing alongshore (e.g., Feddersen et al. 1998) and rip
currents (e.g., Dalrymple et al. 2011), mixing and transporting
material in and out of the surf zone (e.g., Moulton et al.
2023), driving sediment transport (e.g., Sherwood et al. 2022),
facilitating nutrient uptake to coral reefs (Falter et al. 2004),
and impacting the settlement of benthic organisms on rocky
shores (Denny 1995). The impact of sea-swell waves (5–20-s
wave periods) on these processes depends on nearshore wave
transformation. An important wave transformation process is
the wave energy dissipation induced by bottom friction Df,
which depends both on wave conditions and the roughness of
the seabed (e.g., Jonsson 1966; Nielsen 1992). For waves prop-
agating over a sandy seabed with small bed roughness, Df is
relatively weak (e.g., Thornton and Guza 1983). In contrast,
enhanced wave dissipation due to the friction associated with
large bed roughness has been observed on coral reefs (e.g.,
Lowe et al. 2005, hereafter L05) and rocky shores (e.g., Gon
et al. 2020, hereafter G20). Therefore, accurate wave dissipation

parameterizations are required to predict wave transformation
over coral reefs and rocky shores.

Vertically integrated sea-swell wave dissipation Df can be
parameterized as Df 5 0:8rfeU

3
rms, where r is the seawater

density,Urms is the root-mean-squared sea-swell wave velocity
near the seabed, and fe is the nondimensional wave energy
dissipation factor (e.g., Jonsson 1966; Monismith et al. 2015,
appendix B). The parameter fe encodes the work done by shear
and drag forces (Lowe et al. 2007). Note fe is closely related to
the wave friction factor fw parameterizing the bottom stress in a
wave boundary layer (e.g., Nielsen 1992). As fe ’ fw is com-
monly assumed (Nielsen 1992), we will use the more common
terminology of wave friction factor when referring to fe. For a
rough turbulent wave boundary layer, fe depends on Ab/kN, the
ratio of the horizontal wave orbital excursion at the seabed Ab

and the bed roughness parameter kN (Nielsen 1992). Note that
for both steady and oscillatory flows, kN is not a physical dis-
tance but is a hydraulic length scale that must be determined
for each specific roughness configuration (Chung et al. 2021). In
a small bed roughness regime defined as Ab/kN .. 1 (i.e., the
orbital wave excursions are much larger than the bed rough-
ness), a shear-driven turbulent boundary layer is well defined,
and kN can be estimated by fitting observations to a logarithmic
velocity profiles (e.g., Sleath 1987).Corresponding author: Olavo B. Marques, omarques@ucsd.edu
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Friction factor parameterizations that assume small rough-
ness (i.e., Ab/kN .. 1) have fe decreasing monotonically with
Ab/kN (e.g., Jonsson 1966; Jonsson and Carlsen 1976, here-
after JC76; Grant and Madsen 1979; Madsen 1994). These fe
parameterizations have been tested in laboratory experiments
of waves propagating over immobile sand grains, gravel, and
rigid roughness elements on a flat bottom (e.g., Kamphuis
1975; Sleath 1987; Simons et al. 1988; Mirfenderesk and
Young 2003). For immobile sand grains, kN is proportional to
the sand grain diameter, and thus kN ; O(0.1–1) mm (e.g.,
Kamphuis 1974). For mobile sediment with sand ripples or
bedforms with heights O(1) cm, Df can be substantially en-
hanced by the turbulence generated over these bedforms
(Smyth and Hay 2003), implying a kN on the scale of the
ripple (e.g., Nielsen 1992). In direct numerical simulations
(DNSs) of immobile sand ripples (2-cm height and 10-cm
wavelength), form drag becomes more important than the vis-
cous forces (Barr et al. 2004). Because kN is a hydrodynamic
length scale related to a shear-driven boundary layer, no
methodology exists to generally determine kN from the physi-
cal seabed geometry alone (Chung et al. 2021). For steady
flows, much effort has gone into relating the roughness geom-
etry to kN (Flack and Schultz 2010; Rogers et al. 2018).

Wave dissipation due to bottom friction Df is much more
important on coral reefs and rocky seabeds than on sandy sea-
beds, due to the significantly elevated bed roughness (e.g.,
Monismith 2007; G20; Davis et al. 2021). Several experiments
have measured significant bottom-friction-induced sea-swell
wave attenuation across fore reefs in 6–15-m water depth
(Hardy and Young 1996; Péquignet et al. 2011; Monismith
et al. 2015; Rogers et al. 2016, hereafter R16), reef flats with
depths , 3 m (Gerritsen 1980; Nelson 1996; Falter et al. 2004;
L05; Huang et al. 2012; Lentz et al. 2016, hereafter L16; Sous
et al. 2023, hereafter S23), and across fore reefs with spur-
and-groove formations in 5–10-m water depth (Péquignet
et al. 2011; Acevedo-Ramirez et al. 2021). The vertical scale
of coral reef bed roughness can be large from a few centi-
meters to a meter, leading to large fe between 0.1 and 5, which
are much larger than fe on a sandy seabed.

In addition to coral reefs, rocky shores have recently been
recognized as sites with potentially large bottom-friction-
induced wave dissipation and can be categorized as platforms
and rough rocky seabeds. Platforms can be smooth or rough,
with a standard deviation of seabed elevation ranging from
O(1–20) cm, leading to fe between 0.001 and 0.7 (Poate et al.
2018). On rough rocky shores, large and steep rock forma-
tions of up to several meters high can be distributed along the
shoreline, in the nearshore, and throughout the continental
shelf (MacMahan et al. 2024). On a rough [O(1)-m variability]
rocky seabed, sea-swell wave attenuation between 8- and 6-m
water depth was strong with estimated fe between 4 and 34 (G20).

Bed roughness kN has been estimated on coral reefs (e.g.,
R16) by fitting the known fe and Ab to an existing large Ab/kN
parameterization (e.g., Madsen 1994, hereafter M94). The
estimated bed roughness (kN between 0.06 and 2.5 m) leads to
smaller Ab/kN (between 0.1 and 10) than on sandy seabeds. In
large roughness (i.e., Ab/kN # 1) regimes, the underlying
assumptions of a traditional shear-driven turbulent wave

boundary layer over a flatbed break down (Chung et al. 2021).
Instead, flow around canopy elements increases the energy loss
due to work done by drag forces (e.g., Lowe et al. 2007;
Rosman and Hench 2011; Monismith et al. 2015; Yu et al.
2018). As kN is a hydrodynamic property that cannot be
elucidated directly from observations of the rough seabed
(e.g., Chung et al. 2021), how the seabed variability or geo-
metry should be implemented in Df parameterizations for
small Ab/kN regimes is unclear. Moreover, given differences
in the relevant wave dissipation processes, the appropriate fe
over rough seabeds may not follow existing large Ab/kN
parameterizations extrapolated toward Ab/kN # 1. Therefore,
new Df parameterizations that are based solely on quantities
directly known by a wave model are required to improve
wave predictions over coral reefs and rocky shores.

The standard deviation of the seabed elevation sh is the
simplest metric of seabed variability. On coral reefs and rocky
seabeds, sh can vary from a few centimeters (L05) to 0.9 m
(G20). In extrapolating fe parameterizations developed for
Ab/kN ..1, it has been suggested that kN ’ 4sh (L05; S23).
Additional statistics of seabed elevation (e.g., skewness) may
provide higher-order corrections to kN (Dealbera et al. 2024).
Observations of fe, Ab, and sh (L05; L16; G20; S23) yield em-
pirical relationships between fe andAb/sh, which are primarily
based on temporally variable Ab due to the few number of lo-
cations where fe was estimated, or limited bathymetric obser-
vations. S23 estimated fe at three sites that had sh varying
between 8 and 15 cm, allowing some insight into the effect of
variable sh on fe. Yet, the impact of variable roughness on fe
has yet to be quantified.

Here, we will estimate friction factors at many locations on
a rocky seabed, and we will scale observed friction factors fe
with Ab/sh where variable sh is estimated from the bathy-
metry. We present observations from the first Rocky Shores:
Experiment and Simulations (ROXSI) experiment from the
summer of 2022, which reveal strong cross-shore sea-swell
wave attenuation by bottom friction. We describe the site of the
experiment, the instrument array, and the data processing in
section 2. An overview of the wave conditions during the experi-
ment indicates significant wave attenuation offshore of the surf-
zone (sections 3a,b). The friction factor fe is estimated across
instrument pairs from the cross-shore energy flux, and quality
control criteria are applied to reduce the impact of estimation
noise on fe (sections 3c,d). The relationship between fe and
Ab/sh across instrument pairs is examined, where we find that fe
is partly due to the spatial variability in sh (section 3e). Effects
of wave direction in our estimates are discussed (section 4a), and
the observed friction factors are compared with previous field
measurements on coral reefs and rocky shores (sections 4b,c). We
conclude with a summary of our results (section 5).

2. Experiment description, methods, and overview of
observations

a. Field site

This ROXSI field experiment took place from 15 June
to 21 July 2022, on the rocky shoreline of the Monterey
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Peninsula, California, United States (Fig. 1). Our measure-
ments were distributed in two regions along the peninsula
separated by nearly 3 km: Asilomar State Marine Reserve
(Pacific Grove) and China Rock (Pebble Beach). In each re-
gion, a local cross-shore (x) and alongshore (y) right-handed
coordinate system was defined where 1x is directed onshore.
The origin of the coordinate system at China Rock (Asilomar)
is at latitude 36836′15.8928′′N (36837′26.5187′′N), longitude
121857′33.8134′′W (121856′25.1905′′W), and 1x is directed to
1058 (1138) clockwise from the geographic north.

Rough rocky shores have topography and bathymetry vari-
ability across a wide range of scales (Figs. 1b–d). The corru-
gated shoreline at Asilomar and China Rock has headlands
and embayments at an alongshore scale of 100 m. Rock for-
mations, up to a few meters high, are prevalent along the
coastline (Fig. 1b) and throughout the shelf where our instru-
ments were deployed (Figs. 1c,d). The large-scale cross-shore
bathymetry, i.e., across length scales much longer than the
rock formations, has a relatively large slope of 1:40.

The rocky morphology changes primarily on geological
time scales such that multiple datasets can be combined to

map the bathymetry. For water depths typically deeper than
10 m, historical multibeam data gridded at 2-m resolution are
available from the California State University, Monterey Bay
(CSUMB and Seafloor Mapping Laboratory 2014). The multi-
beam bathymetry has an uncertainty in the vertical elevation
of 65 cm21 (Barnard et al. 2011). At shallower water, data
come primarily from bathymetric lidar by the Joint Airborne
lidar Bathymetry Technical Center of Expertise (JALBTCX).
The point cloud lidar data have an irregular spatial distribu-
tion, with a typical spacing of 0.5–2 m between data points,
where the individual point error is ;15 cm (OCM Partners
2025). The bathymetry at depths shallower than about 10 m
was also mapped with an echosounder and a survey-grade GPS
mounted on a Rotinor Divejet underwater scooter that is oper-
ated at the sea surface. The echosounder is a feature of the
Nortek Signature1000 acoustic Doppler current profiler (ADCP)
mounted at the front of the Divejet, and this system yields
bottom depth data at submeter resolution along surveyed
tracks. The gridded bathymetry was computed by averaging
elevations relative to mean sea level zmsl within 2 m 3 2 m
boxes in (x, y), and we refer to the water depth as h 52zmsl.

FIG. 1. Study site bathymetry and instrument array: (a) Monterey Peninsula, California, United States (the inset shows
the location of the peninsula along the west coast of North America). Red rectangles in (a) show the locations of the instru-
ment arrays at Asilomar and China Rock. (b) Photograph of the rocky shoreline at China Rock. Water depth relative to
mean sea level (h) with overlaid instrument arrays at (c) Asilomar and (d) China Rock, as functions of local cross-shore x
and alongshore y coordinates. The photograph in (b) was taken from the location indicated by the magenta arrow in
(d). Dots are colored by type of measurement: pressure sensors (blue), ADCPs (red), Spotter wave buoys (yellow), and
Spotters with collocated pressure sensors (green). Instrument locations B03 and B13 (diamonds) are used in Figs. 3 and 4.
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b. Bottom roughness

Throughout this paper, we characterize the seabed rough-
ness with the standard deviation of bottom depth sh(x, y)
(Fig. 2). The ungridded bathymetric elevations within 20 m
by 20 m boxes were used to compute sh at 2-m resolution.
Elevations in each box were first detrended with a plane fit,
and the standard deviation sh was computed as the root-
mean-squared of detrended bottom depth within each box.
Our choice for the 20-m length scale is based on a trade-off
between statistical reliability of sh and resolving spatial vari-
ability of sh between our instrument sites, where the typical
cross-shore spacing is between 30 and 70 m. Regions with low
concentration of bathymetry data have 0.5 elevation data
points per square meter, such that sh is computed from at
least 200 data points. Given the box size, the longest horizon-
tal length scale included in sh is 20 m. Given the data density,
sh represents variability longer than 1–4 m depending on the
location and data density.

As expected from the rocky morphology (Fig. 1c), large sh

is observed at our study site (Fig. 2). The spatially averaged
sh at China Rock and Asilomar are 0.81 and 0.62 m, respec-
tively. In terms of the 10% and 90% quantiles, sh ranges from
0.42 to 1.18 m at China Rock and from 0.19 to 1.00 m at
Asilomar. These statistics quantify the smaller bottom roughness

at Asilomar, which is partly due to wide sandy patches with
low sh [e.g., at (x, y) 5 (2400, 25 m) in Fig. 2a], and partly
due to smaller rocks than at China Rock. The sh in our study
sites is larger than on coral reefs, where sh typically varies
from 2 to 20 cm (L05; Nunes and Pawlak 2008; Amador et al.
2020; S23). The larger sh in our study site is consistent with re-
sults from MacMahan et al. (2024), where bathymetry data
from several coral reefs and rocky shores indicate the
average sh on the latter is 3 times larger.

c. Instrument array and data processing

We deployed instrument arrays off Asilomar, Pacific Grove
within the Asilomar State Marine Reserve, and off China Rock,
Pebble Beach (Figs. 1c,d), between 15 June and 21 July 2022.
The instrument array at Asilomar is an approximate cross-shore
transect from h 5 21m to h 5 2m extending off a small embay-
ment, where instruments at shallower water (x . 2100 m in
Fig. 1c) were deployed within a deeper channel along the
northern half of the embayment. The more extensive array at
China Rock consists primarily of three cross-shore transects
(at y 5 2200 m, y 5 0 m, and y 5 100 m) with additional
instruments deployed in the alongshore for 6# h # 14m.

This paper focuses on sea-swell wave-resolving observa-
tions from wave buoys, ADCPs, and pressure sensors. Wave
buoys were deployed at water depths of 10 m or deeper, and
most ADCPs and pressure sensors were deployed in h # 10m.
SOFAR Spotter wave buoys (Herbers et al. 2012; Raghukumar
et al. 2019), which provide GPS-based vertical and horizontal
sea surface displacements at a sampling rate of 2.5 Hz, were
deployed for h $ 10m. The wave buoys distributed in the along-
shore around h ’ 10m at China Rock were directly cabled to
bottom-mounted RBR Coda pressure sensors measuring at 2 Hz.
Additional near-bottom pressure measurements were made by
either RBR soloDs or internal pressure sensors from ADCPs at
sampling rates between 2 and 8 Hz. We subtracted the atmo-
spheric pressure from our pressure data based on measurements
at the Monterey Harbor (’6 km from our instrument arrays) by
the National Oceanic and Atmospheric Administration.

Sea surface elevation spectra Sh(f), where f is the frequency,
are directly computed from vertical displacements measured by
wave buoys. We computed hourly spectra using 120-s-long seg-
ments with 50% overlap and tapered with a Hanning window.
The resulting frequency resolution is approximately 0.008 Hz
with 118 degrees of freedom. Pressure spectra Sp(f) are calcu-
lated in the same manner and are converted to Sh(f) via

Sh 5 K2Sp, (1)

where Sp is the spectrum calculated from pressure in units of
meters (converted from Pa by normalizing with r0g, where
r0 5 1025 kg m23, and gravitational acceleration g 5 9.8 m s22)
and K is the transfer function from linear wave theory, which is
as follows:

K 5
cosh(kh)

cosh(kzhab)
, (2)

where k is the wavenumber, h is the water depth, and zhab is
the height above the bottom of the pressure measurement

FIG. 2. Maps of the standard deviation of bottom depth sh as a
function of local cross-shore (x) and alongshore (y) coordinate sys-
tems at (a) Asilomar and (b) China Rock. Dots denote instrument
locations as in Fig. 1.
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(e.g., Guza and Thornton 1980; Bishop and Donelan 1987).
The wavenumber was estimated from the dispersion relation-
ship of linear surface gravity waves, i.e.,

v2 5 gk tanh(kh), (3)

where v is the radian wave frequency (v 5 2pf).
The flat-bottom approximation assumed in (2) leads to

errors in estimates of significant wave heights from pressure
sensors (Marques et al. 2024). Collocated instruments in the
China Rock array around h 5 10m show that pressure sen-
sors consistently overestimate the significant wave height
from wave buoys when (2) is evaluated at the local depth
measured by a pressure sensor. When evaluating (2) with a
spatially averaged water depth within a radius r 5 13 m of
each pressure sensor, errors in pressure-based wave heights
are reduced to 610%. We followed the approach outlined in
Marques et al. (2024) and calculated a depth correction to the
pressure sensor observations based on the mean water depth
around each instrument, where the averaging r decreases to-
ward shallower water. Alternatively, we also estimated wave
statistics using the local water depth at each pressure sensor to
address the sensitivity of our results. Friction factor estimates
using either the local or the spatially averaged depth are typi-
cally within 20% of each other.

From sea surface elevation spectra, we computed hourly esti-
mates of the sea-swell significant wave height as follows:

Hs ; 4

����������������
SS
Sh(f )df

√
, (4)

where the subscript SS under the integral sign denotes the sea-
swell (0.05–0.2 Hz) frequency band. The high-frequency cutoff
prevents overestimates of Hs from Sh contaminated at higher
frequencies, where noise overwhelms a small wave-induced pres-
sure variance. Moreover, wave buoy–estimated wave energy at
f. 0.2 Hz and f, 0.05 Hz was relatively small in our experiment.
Additional hourly sea-swell bulk statistics include mean period
Tmean and mean direction umean (see definitions in appendix A).

We will estimate sea-swell energy dissipation by bottom
friction and wave friction factors, which depend on the near-
bed root-mean-square (rms) orbital wave velocity Urms (e.g.,
Monismith et al. 2015):

Urms 5

������������������������������
SS

2pf
sinh(kh)
[ ]2

Sh(f )df
√

, (5)

and the horizontal orbital excursion:

Ab 5

������������������������������
2
�
SS

1

sinh2(kh) Sh(f )df
√

: (6)

The
��
2

√
factor relates the root-mean-squared variability of the

horizontal orbital excursion to a scale Ab for the amplitude of
the corresponding orbital excursion.

d. Energy balance equation

Numerical wave models typically solve the wave action
conservation equation to predict the evolution of the wave

spectrum (e.g., Booij et al. 1999). In the absence of wave–
current interaction, wave action conservation simplifies to
the wave energy conservation equation. We consider the
sea-swell frequency-band-integrated energy equation

­E
­t

1
­Fx

­x
1

­Fy

­y
52Db 2 Df , (7)

where E is the wave energy density, Fx and Fy are the cross-
shore and alongshore components of the bulk (frequency
integrated) energy flux, Db is the wave dissipation by depth-
limited wave breaking, and Df is the wave dissipation by
bottom friction. Infragravity wave energy in our study site is
very weak relative to sandy beaches (at most 1% of sea-swell
wave energy), and thus we neglect nonlinear triad interactions
that can transfer energy from the latter into the infragravity
band on sandy shorelines (Herbers et al. 1994). Energy input
from the wind is also neglected. S23 determined that including
wave–current interaction only weakly affected the estimated
friction factor. The strength of wave–current interaction is
given by the nondimensional parameter U/c, where U is the
depth-averaged mean current scale and c is the wave phase
speed. In S23, this parameter was #0.1. Similarly, this param-
eter is also ,0.1 for our observations (not shown) justifying
neglecting wave–current interaction. The components of the
bulk energy flux are

Fx 5

�
SS
r0ga1(f )Sh( f )cg(f )df , (8a)

Fy 5

�
SS
r0gb1(f )Sh( f )cg(f )df , (8b)

where a1(f) and b1(f) are the first directional moments
(appendix A) and

cg(f ) 5 cp(f )
1
2

1 1
2kh

sinh(2kh)
[ ]

, (9)

is the group velocity, and cp is the phase speed cp 5 v/k.
Here, we seek to estimate the bottom-friction-induced

wave dissipation Df. In principle, the left-hand side of (7) can
be applied to observations from instrument arrays to measure
the total wave dissipation on the right-hand side. In practice,
additional assumptions are required to simplify (7) and esti-
mate Df from instrument arrays. The unsteady term ­E/­t can
be readily evaluated, and this term is negligible at all locations
where significant wave dissipation was observed. Moreover,
directional fluxes [(8)] can only be estimated where ADCPs
and Spotter wave buoys were deployed (Figs. 1c,d), which
substantially decreases the number of instrument pairs for es-
timating wave dissipation. However, assuming negligible re-
flection and small angle of incidences, a1 ’ 1, b1 ’ 0, (8) is
approximated to

Fx ’ F 5

�
SS
r0gSh(f )cg(f )df , (10a)

Fy ’ 0: (10b)
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This approximation allows the energy flux F to be computed
for all stand-alone pressure sensors, and the wave dissipation
can be computed between a larger number of instrument pairs
from (10a). Onshore wave propagation with small reflection is
a widely used assumption assumed to measure convergences
of F from pressure sensors (e.g., Monismith et al. 2015; L16;
S23). If the water depth is sufficiently deep where depth-limited
wave breaking can be neglected, then Db 5 0 and the wave
dissipation can be assumed to be entirely due to bottom fric-
tion Df (e.g., Monismith et al. 2015). Taking all these approxi-
mations into account, we rewrite (7) as

dF
dx

52Df 1 e, (11)

where e represents all the neglected processes, which can be
considered as noise in the estimates ofDf and friction factor fe.

3. Results

a. Overview of sea-swell wave conditions

Sea-swell wave statistics observed in our 40-day experiment
were characteristic of summer mild wave conditions on the
Monterey Peninsula. From our offshore wave buoy at China
Rock deployed at h 5 21m (B03 in Fig. 1c), Hs varied from
0.3 to 2.0 m, and Tmean varied from 5.8 to 11.4 s (Figs. 3a,b).
Larger wave heights were mostly associated with incident waves
from the northwest (umean , 0 in Fig. 3c), and the experiment-
averaged mean period is Tmean 5 7.9 s. Longer period waves
from the southwest (umean . 0) tended to have smaller wave
heights. Incident umean at B03 rarely exceeded 208 and the 20%
and 80% percentiles were211.98 and 7.48 (Fig. 3c).

A substantial decrease in Hs is observed between the off-
shore wave buoy and measurements taken at h 5 5m (instru-
ment site B13, Fig. 3a). The reduction inHs is about 0.1–0.3 m
(15%–25%) and occurs in water depths greater than where
depth-limited wave breaking is expected. For a saturated surf-
zone with g 5Hs/h5

��
2

√
3 0:45’ 0:6 (e.g., Thornton and

Guza 1982), depth-limited breaking for the most energetic
wave events in the experiment (Hs ’ 2 m) is expected to be
important at water depths less than 3.5 m, which is shallower
than h 5 5m at B13. Although the bathymetry is rough and
the water depth does not vary monotonically in the cross-
shore, the smallest water depths offshore of B13 are h ’ 4m,
and depth-limited wave breaking cannot account for the ob-
served decrease in Hs between B03 and B13. The mean pe-
riod Tmean is nearly conserved across instrument sites, and the
smaller magnitude of umean at shallower water indicates that
sea-swell waves become more normally incident as they prop-
agate onshore. The conserved Tmean and the changes in umean

qualitatively agree with the sea-swell wave transformation ex-
pected from linear wave theory with no wave dissipation
(Herbers et al. 1999), while the observed decrease in Hs does
not (e.g., Dean and Dalrymple 1991).

b. Cross-shore wave attenuation

Experimental time-mean sea-swell wave statistics across
the instrument array further highlight the attenuation of

sea-swell waves at water depths well seaward of the surfzone
(Fig. 4). Most instrument locations at h . 8m have smaller
time-mean Hs than observed offshore, and the average Hs

decrease across these instruments is 5% (Fig. 4a). Time-mean
wave height further decreases toward shallower instruments
at h ’ 3m. We next examine the cross-shore evolution of the
normalized wave energy flux F/F0 (Fig. 4b) where F0 is the
most offshore wave energy flux estimated at either B03 or
X01 for China Rock or Asilomar, respectively. As the wave
energy flux is proportional to H2

s and the group velocity de-
creases shoreward of h , 15m (for the time-averaged mean
period T 5 7.9 s), a pronounced decrease in F/F0 is also ob-
served seaward of the surfzone (Fig. 4b). For h # 8m, the
time-mean flux consistently decays toward shallower water,
and F/F0 is close to 0 at h 5 2m. For 8# h # 13m, overall
time-mean F/F0 is mostly ,1. Spatial variability in F/F0 is
potentially due to wave focusing and defocusing over the
spatially variable bathymetry across the entire array. Although
wave reflection at the site is weak (3%–6%, P. Collins et al.
2024), it may influence the spatial variability in F/F0.

The observed Hs and F/F0 have large differences from the
expected wave statistics on sandy beaches (Fig. 4). Sea-swell
wave transformation on sandy beaches is well described by
a simple cross-shore model (e.g., Thornton and Guza 1983;
Ruessink et al. 2001) between energy flux divergence and dissi-
pation by wave breaking. Assuming a narrow-band wave field,
Rayleigh-distributed wave heights, and a parameterization for

FIG. 3. Time series of (a) significant wave height Hs, (b) mean
period Tmean, (c) mean wave direction umean at instrument sites
B03 and B13 (diamonds in Figs. 1 and 4). Sea-swell wave statistics
were computed between 0.05 and 0.2 Hz (section 2c). Time-mean
water depths h at B03 and B13 are 21 and 5 m, respectively.
Positive (negative) umean indicates waves from the southwest
(northwest).
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wave breaking in a saturated surfzone, the energy equation
can be integrated to yield the cross-shore profiles of signifi-
cant wave height and energy flux (e.g., Thornton and Guza
1983). Dissipation by wave breaking was parameterized fol-
lowing Thornton and Guza (1983), with their standard wave
breaking parameters g 5 0.45 and B 5 1. To contrast our
time-mean observations with what is expected for a sandy
beach, we integrated the energy equation for a linearly slop-
ing beach with a 1:40 slope, normally incident waves, and
wave height and mean period that match the statistics in our
offshore observations (i.e.,Hs 5 1m and T 5 7:9 s). The mod-
eled F/F0 is essentially constant for h $ 5m and decreases
,10% until h 5 3m (Fig. 4b). The modeled wave height in-
creases between 6# h # 3m, consistent with the nearly con-
served F, before rapidly decreasing at water depths shallower
than h 5 2:5m due to wave breaking (Fig. 4a). In the range of
13–5-m water depth where wave breaking is not occurring,
the modeled F and Hs are at the upper limit of the observa-
tions, indicating that nonbreaking processes are leading to the
decay in the observed wave energy flux.

c. Estimation of the friction factor

The rough bathymetry at our study site (Fig. 2) and the
large sea-swell attenuation seaward of the surfzone (Fig. 4)

suggest that energy dissipation by bottom friction is a domi-
nant term in the energy balance. Sea-swell wave dissipation
by bottom friction can be parameterized (appendix B) by a
friction factor fe through

Df 5 0:8rfeU
3
rms: (12)

We test the hypothesis that dissipation is due to bottom fric-
tion by assuming the energy balance as follows:

dF
dx

52Df : (13)

Substituting (12) into (13) yields

fe 52
dF
dx

1
0:8rU3

rms
: (14)

To estimate fe from our observations, hourly energy flux
convergence 2dF/dx was computed with a finite difference
between adjacent cross-shore instruments. The instrument
arrays at China Rock and Asilomar have 33 pairs of adjacent
instruments that are roughly aligned in the cross-shore. The
Urms used in (14) was the mean between the two instrument
locations, which we denote by hUrmsi, and then cubed hUrmsi3
for computing fe (as in Monismith et al. 2015). Moreover, a
bulk friction factor f̃ e were computed from the least squares
fit between hUrmsi3 and2dF/dx, which is a proxy for the time-
averaged friction factor and has less uncertainty than hourly
estimates of fe.

As an example of the fe estimation, we show observations
from one pair of instruments (B11-B12), where energy flux
convergence was measured and it has an excellent agreement
with the parameterized dissipation Df (Fig. 5). Instrument
locations B11 and B12 were separated by Dx ’ 40 m in the
cross-shore, by Dy ’ 18 m in the alongshore, and the time-
mean water depths h were 9.8 and 7.2 m (Fig. 5a). A small but
consistent decrease in Hs is observed between instruments
(Fig. 5b), and the difference in time-mean Hs is 13 cm (13%).
The attenuated wave height leads to a decrease in F (Fig. 5c) and
a time-averaged energy flux convergence 2dF/dx 5 38Wm22

(Fig. 5d). The energy flux convergence is highly correlated
with hUrmsi3, which yields squared correlation r2 5 0.91 and
supports that dissipation is well represented by bottom fric-
tion and the assumptions within (12) and (13). The resulting
fe vary between 2 and 12 throughout the experiment, which
tends to decrease with increasing Hs, and the bulk friction
factor is f̃ e 5 3:7.

d. Quality control of instrument pairs

The observations from the ROXSI experiment provide an
unprecedented number of instrument locations to estimate fe
in a single study site. However, unlike the results from instru-
ment pair B11-B12, Df may be small at other locations, and
the energy flux balance may not be well represented by (12)
and (13). To ensure reliable friction factor estimates, we ap-
plied quality control criteria to the analysis of the observa-
tions. The first category of quality control criteria applies to

FIG. 4. Cross-shore transformation of sea-swell wave statistics as
a function of mean depth h: (a) significant wave height Hs and
(b) normalized energy flux F. Energy flux is normalized by the
offshore value either at B03 or X01 for China Rock or Asilomar,
respectively. Symbols are experiment averages, and vertical bars
show the 25% and 75% percentiles. Diamonds show observations
that are also discussed in Fig. 3, and their locations are shown in
Fig. 1c. The orange line is the Hs and the normalized energy flux F
predicted by integrating a 1D energy balance [(11)] developed for
sandy shores (Thornton and Guza 1983) using the time-mean
Hs 5 1m and Tmean 5 7:9s.
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the spacing of adjacent instrument pairs. The cross-shore sep-
aration (Dx) of instrument pairs is required to be in the range
20 # Dx , 120 m. Very short instrument separation can lead
to large noise in dF/dx and subsequently noisy estimates of fe.
The large Dx cutoff criterion eliminates pairs where the finite
difference approximation of dF/dx and the spatial average of
hUrmsi3 in (14) are inaccurate to estimate fe. Second, the align-
ment of adjacent instruments can substantially depart from
being cross-shore oriented. Thus, we require instrument pairs
to have |Dy/Dx| , tan(308), where Dy is the alongshore instru-
ment separation. These two quality control criteria remove 13
out of a total of 33 adjacent instrument pairs.

The second quality control category applies to time-dependent
variables. As negative friction factor is unphysical, fe are only
estimated for positive energy flux convergence (2dF/dx . 0),
and we removed times when 2dF/dx , 0. Bulk f̃ e estimated
without this constraint are very similar (typically within 1%)
to those estimated with the constraint, indicating weak bias.

We also removed times when either an instrument in the pair
has h , 2 m (which may occur at low tide), since the large
seabed roughness for such shallow bathymetry can lead to
outcropping rocks, near which wave transformation can signif-
icantly depart from the one-dimensional balance (13). Since
(12)–(14) neglect wave breaking, we applied a criterion on the
ratio of Hs to h to neglect observed energy flux convergence
due to wave breaking. Depth-limited wave breaking approxi-
mately begins when Hs/h . g, where g is often taken as 0.6
(Thornton and Guza 1982), but observations on sandy beaches
can vary between 0.4 and 0.8 (e.g., Sallenger and Holman
1985). We require that Hs/h , 0.25 as a conservative criterion
to ensure that wave breaking is not contaminating the fe
estimates. Times when Hs/h $ 0.25 at any instrument were
removed. If either time series across an instrument pair has
more than 20% of data that do not pass any quality control
criterion, then the corresponding instrument pair is removed.
These criteria result in the removal of five additional instru-
ment pairs, yielding 15 instrument pairs that satisfy what we
denote as the primary quality control criteria. Given both the
deployment of each instrument and the quality control criteria,
the average length of the time series across these 15 instrument
pairs is 27.4 days, with minimum and maximum lengths of
23.25 and 34 days.

Statistics from the 15 instrument pairs that pass the primary
quality control criteria are examined in Table 1, where pairs
from N 5 1 to N 5 15 are sorted for decreasing r2. Our esti-
mates of fe span a wide range of water depths, where the
mean depth between instrument sites in each pair hhi varies
from near 3 to 17 m. The cross-shore instrument spacing Dx is
between 26 and 102 m, and most [(10)] instrument pairs have
|Dy/Dx| , tan(208). The time-mean Hs decreases toward shal-
lower water across instrument pairs, on average by 0.13 m, in-
dicating wave dissipation by bottom friction. The overall
decrease in wave energy flux yields an inferred time-mean
wave dissipation 2dF/dx ranging from 8 to 63 W m22 across
instrument sites, with an average of 23 W m22. The observed
time-mean U rms and Ab vary across instruments within 0.13–
0.26 m s21 and 0.32–0.59 m, respectively. For each instrument
pair in Table 1, U rms and Ab can increase onshore due to the
effect of decreasing water depth in (5) and (6).

For the 15 locations that passed the primary quality control,
we next examine the squared correlation coefficients r2 be-
tween 2dF/dx and hUrmsi3, a metric for how well the simple
wave energy balance [(13)] holds. If terms neglected in (13)
are also important or if 2dF/dx is too noisy, then r2 should be
small. In contrast, a high r2 supports that the underlying as-
sumptions in (12)–(14) are valid, implying accurate hourly es-
timates of fe. The squared correlation r2 varies from 0.92 to
0.36 (Table 1) and is generally higher with larger 2dF/dx,
which suggests that (13) is a more accurate leading-order
balance of the energy balance where dissipation is stronger.
Overall, shallower water depths hhi, 10m tend to have larger
2dF/dx and r2 (Table 1). For hhi $ 10m, r2 of 0.43–0.64 are
among the lowest, indicating that other terms not included in
(13) are nonnegligible at these depths, and that fe estimates are
less reliable. Across the 15 locations, the bulk friction factor f̃ e
ranges from 1.1 to 5.1, with an average of 2.2 across the sites.

FIG. 5. Example of the estimation of fe. (a) Bathymetry map
around instrument locations B11-B15 (where the rectangle is used
to compute hshi in Fig. 6). Time series of wave statistics and fric-
tion factor estimates from B11 (blue lines) and B12 (orange lines)
locations: (b) significant wave height Hs; (c) energy flux F; (d) en-
ergy flux convergence 2dF/dx (black), and the cube of the sea-
swell root-mean-square seabed orbital velocity averaged between
both sites hUrmsi3 (red); and (e) hourly friction factor fe [(14)] and
the bulk friction factor f̃ e. The correlation coefficient squared be-
tween2dF/dx and hUrmsi3 is r2 5 0.91.
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Our observed f̃ e . 1 are comparable to the largest estimates
of the friction factor reported at very rough coral reefs
(Monismith et al. 2015; R16; L16; S23) and rocky seabed
(G20).

The seabed roughness for each instrument pair that passed
the quality control criteria was computed as the spatially aver-
aged standard deviation of seabed elevation hshi. The gridded
sh was averaged within a rectangle bounding instrument loca-
tions for each pair in Table 1 (e.g., see Fig. 5a for pair N 5 1).
As an example, the large bottom depth variability around in-
strument pair B11-B12 is associated with sh between 0.8 and
1.7 m (Fig. 6). Note that variations in sh across horizontal
scales shorter than ’10 m are relatively small because sh was
computed within 20 m 3 20 m boxes (section 2b). The ba-
thymetry around instruments B11 and B12 yields the largest
hshi across all instrument pairs, where hshi varies between
0.53 and 1.11 m (Table 1).

e. Dependence of fe on Ab/sh

The dependence of fe on Ab/sh is now addressed with the
first 10 instrument pairs in Table 1 that have r2 $ 0.65. Both
Ab and sh are averaged between instrument locations result-
ing in hAbi and hshi. For these instrument pairs, the mean
(time and across pairs) of hAbi is 0.5 m. The mean of hshi is
sref
h 5 0:8m, with a standard deviation of 0.2 m. The observed

hourly fe are large, typically between 1 and 10, and consis-
tently decrease with hAbi/hshi that varies between 0.2 and 1
(gray dots in Fig. 7a). The correlation coefficient squared r2*
between the hourly log10(fe) and log10(hAbi/hshi) is r2* 5 0:43
(Fig. 7a), suggesting a power-law relationship, albeit with
scatter. In terms of the 25% and 75% quartiles within each
hAbi/hshi bin, the ratio between the upper and lower fe quar-
tiles is about two. In log space, the bin-averaged fe (black dots
in Fig. 7a) has a very clear linear relationship with hAbi/hshi,
further indicating a power-law relationship.

Given the variable hshi and the large number of instrument
pairs with fe estimates, we assess whether fe is as effectively
scaled with a uniform sref

h by examining the fe and hAbi/sref
h

relationship (Fig. 7b). Overall, the relationship is qualitatively

TABLE 1. Statistics of instrument pairs that passed primary quality control criteria. Cross-shore and alongshore instrument
separations are denoted by Dx and Dy. The experiment averaged (denoted by an overbar) of Hs, U rms, and Ab is shown at each
location for all instrument pairs. The mean water depth between instrument sites is denoted by hhi. The correlation coefficient
squared r2 is computed between 2dF/dx and hUrmsi3. The bulk friction factors f̃ e are given by a least squares fit between 2dF/dx and
hUrmsi3. The spatially averaged standard deviation of bed elevation is given by hshi. Results are presented for decreasing r2.

N ID hhi (m) Dx (m) Dy (m) Hs (m) U rms (m s21) 2dF/dx (Wm22) r2 f̃ e Ab (m) hshi (m)

1 B11-B12 8.5 38 218 1.00–0.86 0.19–0.21 40 0.92 3.8 0.45–0.50 1.11
2 E03-D01 9.0 102 210 1.19–0.89 0.23–0.20 32 0.88 2.9 0.48–0.44 0.77
3 X08-X09 4.3 27 11 0.56–0.48 0.18–0.17 13 0.86 1.6 0.43–0.40 0.84
4 B14-B15 4.2 52 18 0.65–0.50 0.19–0.22 19 0.86 2.3 0.45–0.52 0.63
5 X07-X08 5.0 31 10 0.87–0.53 0.25–0.17 63 0.81 5.1 0.52–0.40 0.96
6 B12-B13 6.1 22 21 0.87–0.81 0.21–0.25 35 0.81 2.7 0.50–0.59 1.04
7 X09-X10 3.3 49 2 0.50–0.33 0.17–0.15 13 0.80 2.1 0.40–0.37 0.69
8 X06-X07 7.2 68 12 0.96–0.84 0.19–0.24 20 0.76 1.5 0.40–0.50 0.62
9 B13-B14 5.3 40 7 0.79–0.67 0.24–0.19 17 0.71 1.4 0.59–0.46 0.86
10 A02-A04 7.0 68 22 1.11–0.99 0.25–0.26 20 0.65 1.0 0.53–0.55 0.72
11 A01-E05 9.9 54 25 1.02–0.93 0.17–0.21 22 0.64 2.4 0.36–0.46 1.08
12 B05-B06 15.0 95 36 1.00–0.95 0.13–0.15 7 0.59 2.3 0.32–0.36 0.55
13 B09-B10 10.0 39 1 1.08–1.03 0.20–0.20 15 0.59 1.3 0.45–0.44 0.96
14 E09-D02 10.8 42 214 0.98–0.91 0.18–0.16 13 0.43 1.8 0.43–0.36 0.99
15 B15-B16 3.0 26 213 0.50–0.41 0.22–0.16 8 0.36 1.1 0.52–0.40 0.53

FIG. 6. (a) Alongshore-averaged h, within the same bounds as
the rectangle in Fig. 5a, where the dashed lines denote the aver-
aged depth plus or minus one standard deviation (computed from
the alongshore distribution of h). (b) Cross-shore profiles of the
standard deviation of bottom depth sh (gray lines), where the black
line is the mean of sh within the rectangle in Fig. 5a. Blue and or-
ange circles in (a) denote the locations in the cross-shore and in the
vertical of instruments at locations B11 and B12.
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similar to that with hAbi/hshi because fe is largely explained
by temporal variability in hAbi. However, the resulting r2* 5
0:28 is substantially lower than the r2* 5 0:43 for hAbi/hshi.
These two r2* are distinct as the 95% confidence level is near
60.02 (Emery and Thomson 2014). The binned-mean fe ver-
sus hAbi/sref

h reveals a less consistent power-law relationship
than for hAbi/hshi. The 25%–75% quartile ranges for fe versus

hAbi/sref
h are 10% larger than when using variable hshi. The

improved r2* , the binned-mean fe more power-law consistent,
and the smaller quartile range using hAbi/hshi versus
hAbi/sref

h (Fig. 7) demonstrate that variable hshi across instru-
ment pairs is important to setting the wave friction factor and
the bottom-friction-induced wave dissipation.

The result above of larger r2* when using hAbi/hshi instead
of hAbi/sref

h (Fig. 7) is based on 10 instrument pairs with the
largest r2 (from N 5 1 to N 5 10, Table 1), where fe estimates
are more reliable. We now assess the sensitivity of this result
to the number N of instrument pairs used to compute r2* .
For N 5 2 to N 5 15, r2* was computed using both hshi and
sref
h with data from the first N instrument pairs that have high-

est r2 (Fig. 8b). For N # 10, using variable hshi yields
0:28# r2* # 0:43, which is systematically larger than the
0:18# r2* # 0:28 using sref

h . For N . 10, the r2* decreases for
both hshi and sref

h . This is likely due to incorporating higher
noise fe from instrument pairs that have reduced r2 (Fig. 8a).
Nevertheless, even for N 5 14 where the difference between
results is smallest, the two r2* using hshi (r2* 5 0:286 0:02) and
sref
h (r2* 5 0:216 0:02) are distinct based on the 95% confi-

dence limits. The consistently elevated r2* using hshi over sref
h

is a robust result and demonstrates that the spatially variable
hshi partly explains the fe variability. Therefore, regions with
larger hshi have elevated seabed roughness that induces an
increase in fe.

4. Discussion

a. Effect of wave angle on fe

We assumed normally incident waves in estimating the cross-
shore wave energy flux (10a) and its gradient dF/dx (section 2d).
Other fe studies also require assumptions regarding wave direc-
tionality to estimate energy flux from pressure sensors. Gener-
ally, wave refraction tends to reduce the incident wave angle
in the onshore direction. For studies over reef flats (L05; S23),
forereef measurements indicate a small incident mean wave
angle, suggesting that assuming unidirectional wave propagation
is reasonable. From numerical simulations, refraction across the
reef flat was estimated to induce biases in observed 2dF/dx by
10% at most (L05). For fe estimated on a reef flat, a simple
model accounted for refraction and estimated that up to 20%–

30% of the observed 2dF/dx could be due to refraction (Falter
et al. 2004). For observations in deeper water (5–20 m), Snell’s
law was applied to offshore directional measurements, assuming
alongshore uniform bathymetry, to estimate wave angles at shal-
lower sites with the result that wave directional effects on fe were
small (Monismith et al. 2015; R16; G20). On a reef flat in,1.5-m
water depth, unidirectional waves were assumed (L16). On a fore
reef with spur-and-groove formations, wave dissipation estimates
between ADCPs incorporated the direct measurements of mean
wave direction (Acevedo-Ramirez et al. 2021).

However, waves generally have variable incidence angles
and are directionally spread. In our study, the mean angles at
B03 in 21-m water depth vary from 2308 to 2408 (Fig. 3c)
and are directionally spread. Thus, the cross-shore energy flux
Fx [(8a)] is smaller than F [(10a)], and fe estimated from dF/dx

FIG. 7. Friction factor fe vs (a) hAbi/hshi and (b) hAbi/sref
h , where

hAbi is the instrument-pair average orbital displacement. Two
choices of the standard deviation of bed elevation are used: (a) the
spatial average between instrument locations for each pair hshi, or
(b) a constant average over all pairs sref

h 5 0:8m. The gray dots are
hourly estimates, the black dotted lines are binned means, and the
vertical bars denote the 25%–75% quartile ranges. Only data from
the 10 instrument pairs with the highest correlations (N# 10) are in-
cluded. The correlation coefficient squared in (a) between log10(fe)
and log10(hAbi/hshi) is r2* 5 0:43 and in (b) between log10(fe) and
log10(hAbi/sref

h ) is r2* 5 0:28.
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will have a positive bias. However, mean wave angles at B03
are generally |umean| , 208 (Fig. 3c), and as (neglecting wave
directional spread) a1 ’ cos(umean) and cos(208) 5 0.94, the
bias introduced by neglecting directional wave effects is rela-
tively small.

We examine this bias by estimating the cross-shore energy
flux Fx at locations where ADCPs were deployed. We do not
estimate Fx at Spotter wave buoys as the directional informa-
tion, particularly in the swell band, is noisy (C. O. Collins et al.
2024). First, directional moments a1(f) and b1(f) were com-
puted with (A2) and (A3) based on velocities measured at
bins 0.5–1.6 m above the ADCP transducer. Bulk cross-shore
Fx and alongshore Fy wave energy fluxes were computed from
(8a) and (8b). From our measurements of dF/dx between
adjacent sensors, no pairs of ADCPs yielded large r2 that indi-
cates a reliable fe estimate. By considering pairs of nonadja-
cent instruments, data from two ADCP pairs (B11-B13 and
B13-B15, Fig. 5a) can be used to compute fe from the gradient
in Fx. The two pairs satisfy the cross-shore spacing criterion,
with Dx 5 60 m and Dx 5 92 m, as well as the other primary
quality control criteria (section 3d). At these pairs, the gra-
dients of the total flux 2dF/dx and of the cross-shore flux

2dFx/dx are highly correlated, where the correlation coeffi-
cient squared is greater than 0.98 (Fig. 9). Generally,2dFx/dx
is smaller than 2dF/dx with a best-fit slope of 0.79 and 0.89 at
B11-B13 and B13-B15, respectively, implying that using dF/dx
overestimates the wave dissipation by 12%–27%. Larger
2dF/dx and 2dFx/dx are observed at the deeper B11-B13
than in the shallower B13-B15 as wave dissipation decreases
the wave energy flux onshore. At these two locations, we also
calculate the bulk friction factor f̃ e using both dF/dx and
dFx/dx. At both pairs, the correlation squared between
hUrmsi3 and either dF/dx or dFx/dx was r2 ’ 0.9, indicating
low noise in estimating fe. At the B11-B13 pair, the bulk

FIG. 8. (a) Correlation coefficient squared r2 between hUrmsi3
and 2dF/dx vs instrument pair number N passing primary quality
control criteria. Results are sorted by largest to smallest r2, as pro-
vided in Table 1. (b) The r2* between log10(fe) and log10hAbi/hshi
(blue) and between log10(fe) and log10(hAbi/sref

h ) (orange) for all
pairs up to pair number N.

FIG. 9. Scatterplots of the gradients in total flux F (abscissa) and
cross-shore flux Fx (ordinate) at two instrument pairs. Cross-shore
gradient of the total wave energy flux 2dF/dx assuming normally
incident waves [(10a)] vs the cross-shore gradient in the cross-shore
wave energy flux 2dFx/dx accounting for directional information
[(8a)] for instrument pairs (a) B11-B13 and (b) B13-B15. The red
solid line is the best-fit linear relationship, and the black dashed
line is the 1-to-1 line.
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friction factor using 2dF/dx is f̃ e 5 3:2, whereas using
2dFx/dx results in a reduced f̃ e 5 2:6. Similarly, at B13-B15,
f̃ e 5 1:5 using 2dF/dx and f̃ e 5 1:3 using 2dFx/dx. These
changes in f̃ e are consistent with the changes between 2dF/dx
and2dFx/dx (Fig. 9b). Overall, this suggests that using dF/dx re-
sults in a 15%–25% positive bias in friction factor estimates.
Even when accounting for this potential bias, the observed bulk
f̃ e (Table 1) are still primarily larger than 1.

b. Challenges of intercomparing results with
previous studies

Observational and methodological differences in wave fric-
tion factor studies can impact the intercomparison of fe re-
sults. For example, different studies have computed the
standard deviation of bottom depth sh in different ways due
to the available bathymetry data. Hereafter, we drop the h?i
notation. On a coral reef, L05 report sh computed within hor-
izontal scales of 0.4–2 m (Nunes and Pawlak 2008). Given the
approximately spatially homogeneous bed roughness in their
study site, L05 averaged sh across their entire instrument ar-
ray and used a single sh 5 0.035 m at the locations where fe
was estimated. Monismith et al. (2015) and R16 did not pro-
vide information about sh for their measurements over coral
reefs. L16 computed a standard deviation of sh 5 0.13 m
across a single bathymetry transect on a reef flat between one
pair of instruments where fe was estimated. On a coral reef,
S23 computed sh between 0.08 and 0.15 m within horizontal
scales of 0.1–5 m from bathymetry transects (Sous et al. 2020),
and used different sh for each of three instrument pairs where
wave dissipation was measured. On a rocky seabed, G20 com-
puted fe for one instrument pair and estimated sh 5 0.9 m from
deviations of bed elevation relative to an alongshore-averaged
bathymetry. Here, on a rocky seabed, sh was estimated over
horizontal scales less than 20 m and typically larger than 1–4 m
(section 2b), which are longer length scales than other sh esti-
mates by L05 and S23. Across 15 instrument pairs, we computed
0.53 # sh # 1.11 m (Table 1), which is comparable to G20, and
much larger than estimates over coral reefs. Apart from S23,
other studies did not use variable sh between multiple instru-
ment pairs. Overall, the difficulty of bathymetry mapping over
rough seabeds leads to differences in how sh is computed.
Therefore, although rocky shores tend to have significantly
larger sh, differences in the dependency of fe on sh across
studies may be partly due to how sh is calculated.

Another intercomparison challenge is the different fe estimation
methods. Friction factors have been computed from frequency-
dependent or frequency-integrated energy flux gradients, and
reported results include time series of fe, time-averaged fe, as
well as f̃ e. From a frequency-dependent energy flux gradient,
L05 estimated a frequency-dependent fe and an hourly energy-
weighted fe, and then time-averaged over the experiment
duration. Monismith et al. (2015) and Acevedo-Ramirez et al.
(2021) estimated f̃ e from the frequency-integrated energy
flux over fore reefs, and noted the high correlation (r2 5 0.83
and r2 5 0.9, respectively) between 2dF/dx and hUrmsi3. R16
followed a similar approach to Monismith et al. (2015), but esti-
mated time-dependent fe at three regions around an atoll. L16

also estimated time series of fe from sea-swell-integrated dissipa-
tion. G20 computed hourly friction factors and, although their
results show fe decreasing with Ab, large fe noise around their
bin means are evident. S23 used a spectral wave action balance,
including nonlinear energy transfers and wave–current interac-
tions, to compute a frequency-dependent friction factor at each
hour across a reef flat, and their frequency-integrated fe have
small deviations from binned means as a function of Ab. In
our study, frequency-integrated energy flux gradients across 33
instrument pairs were used to compute fe. Quality control crite-
ria yielded 15 instrument pairs (Table 1) where fe was esti-
mated, and results were sorted to retain 10 pairs with the
highest signal-to-noise ratio inferred from r2 (Fig. 7). Further-
more, wave dissipationDf has variable definitions yielding incon-
sistent fe and requiring rescaling for a consistent intercomparison
(see appendix B).

c. Intercomparison with previous studies and
parameterizing fe

We now intercompare our results from the ROXSI 2022 ex-
periment with previous field observations on rocky seabeds
and coral reefs (Fig. 10). Friction factors from different stud-
ies were scaled to account for different definitions of fe (see
appendix B). For consistency with the dissipation [(12)],
fe from L05 and S23 were multiplied by 0.875, and fe of L16
and G20 were multiplied by 0.5 (appendix B). Results from
L05 were taken between three instrument pairs and represent

FIG. 10. Bin-averaged fe vs Ab/sh from the ROXSI 2022 observa-
tions (black dots) and the power-law (black line) relationship [(15)].
Observations from previous field experiments are taken from L05,
L16, G20, and S23, where correction factors have been multiplied to
results to make definitions of fe consistent (appendix B). Curves indi-
cate parameterizations of fe taken from the literature (appendix C)
and normalized by correction factors in appendix B: JC76, M94, and
R16. These parameterizations are based onAb/kN, and it was assumed
that kN5 4sh to plot fe vsAb/sh.

J OURNAL OF PHY S I CAL OCEANOGRAPHY VOLUME 55604

Unauthenticated | Downloaded 05/28/25 05:01 PM UTC



a time average (over the experiment duration) of the repre-
sentative friction factor in their spectral model. Both L16 and
G20 computed fe between one instrument pair in their experi-
ments, and results were individually bin averaged in Ab/sh.
Observations by S23 yield fe between three instrument pairs,
and the time series of the representative friction factor in their
spectral model were bin averaged at each pair independently.
We did not intercompare with results from additional field ex-
periments (Monismith et al. 2015; R16; Acevedo-Ramirez
et al. 2021) because sh was not provided.

Results from ROXSI 2022 cover a wide range of water
depths from several instrument pairs, typically within
10# h # 3m, with large sh (0.7–1.1 m) and Ab (0.15–0.7 m)
(Table 1). Our binned-mean fe estimates are primarily be-
tween 2 and 10 for 0.2 # Ab/sh # 1 (black dots in Fig. 10).
From an experiment at a different site on the Monterey Pen-
insula, G20 estimated binned-mean 1 , fe , 20 (red dots, Fig.
10) that are smaller than our results for the same Ab/sh with a
steeper power-law slope. These results are based on two
measurements around 8# h # 6m, with similar sh and Ab

than those in ROXSI 2022. When considering multiple experi-
ments on coral reefs (L05; L16; S23), observations of wave
dissipation cover a wider range of Ab/sh, i.e., from 0.2 to 10,
than measurements over rocky seabeds that have Ab/sh # 1.
For small Ab/sh # 1, binned-mean friction factor estimates on
coral reefs range from 0.7 to 5, and fe decrease to 0.2 at large
Ab/sh ’ 10. For Ab/sh # 1, our binned-mean fe over a rocky
seabed are similar to observations on coral reefs by S23. The
binned-mean fe from L16 are a factor 3–4 smaller than our re-
sults for similar Ab/sh. We also note that similar Ab/sh values
have distinct Ab and sh between rocky seabeds and coral reefs.
Small Ab/sh on coral reefs typically have both sh and Ab

smaller than those on rocky seabeds by a factor of 2–5, based
on observations from shallow reef flats (i.e., h , 2m, L16;
S23) or fore reefs, located in deeper water depths (i.e.,
5# h , 20m, Monismith et al. 2015; R16).

Parameterizations of fe are usually expressed in terms of
the roughness parameter kN (appendix C). For applying pa-
rameterizations to Ab/kN � 1, it has been suggested (L05; S23;
Dealbera et al. 2024) that kN ’ 4sh. Using sh 5 kN/4, we eval-
uate existing fe parameterizations in terms of Ab/sh (Fig. 10).
We note that these parameterizations were developed for
Ab/kN .. 1, or equivalently for Ab/sh .. 4; thus, technically,
the assumptions built into the fe parameterizations are vio-
lated. Parameterizations from JC76 and R16 roughly predict
the magnitude of the binned-mean fe from most experiments,
but the relationship between fe and Ab/sh tends to have a
steeper slope than in the observations. Several experiments
have significantly larger fe than the maximum friction factor
of 0.3 in the parameterization by Madsen et al. (1988) (not
shown), which is a standard formulation implemented in nu-
merical wave models (Booij et al. 1999). Although the coeffi-
cients in the parameterization from M94 have been modified
to yield a best fit to fe observations (L05; S23; Dealbera et al.
2024), the expression taken directly from M94 yields much
smaller friction factors than the observations.

Our observations indicate that a power-law parameteriza-
tion for fe in terms of Ab/sh can be used to model wave

transformation over rough seabeds with 0.2 # Ab/sh # 1.
Based on the 10 instrument pairs with r2 $ 0.65 from the
ROXSI 2022 experiment (section 3e), a standard least-squared
fit to the bin means of log10(fe) and log10(Ab/sh) (Fig. 7a) yields

fe 5 1:77
Ab

sh

( )21:02

: (15)

The power law (15) from our results over a rocky seabed
yields similar fe than observations from S23 and L05 over
coral reefs. The agreement between these results and (15) is
within a factor of 2, even for Ab/sh up to 10, which is well be-
yond the regime of our observations. The power law overesti-
mates friction factors from L16 by a factor of 3–4, as well as
from G20 for Ab/sh . 0.5, which could be associated with dif-
ferent methodologies (section 4b) or the importance of incor-
porating seabed statistics in addition to sh (Dealbera et al.
2024). Based on parameterizations for Ab/sh .. 1 (e.g.,
JC76), the power law (15) will underestimate the friction fac-
tor for the smaller roughness of sandy seabeds, such that our
parameterization is not valid for very large Ab/sh. Neverthe-
less, the power law (15) provides a simple and practical esti-
mate of fe within 0.2 # Ab/sh # 10, which is in good
agreement with some previous field experiments and can be
used to calculate wave dissipation over environments with a
rough seabed.

Similar to coral reef measurements, (15) supports that the
gradient of fe with Ab/sh is smaller than predicted from ex-
pressions like from JC76 or R16. A power of 21 is in agree-
ment with laboratory studies using roughness elements with
length scales between 0.5 and 1.3 cm (Mirfenderesk and
Young 2003), and those using stones and ping-pong balls with
sizes of approximately 1.5–4 cm (Dixen et al. 2008). There-
fore, extrapolating fe parameterizations developed for sand
grains with Ab/sh .. 1 may lead to errors in wave dissipation
over rough bathymetry, and (15) is more suitable for wave
modeling over coral reefs and rocky seabeds.

5. Summary and conclusions

We presented observations from a month-long experiment,
the first field campaign of the Rocky Shores: Experiment and
Simulations (ROXSI). Specifically, we examined the cross-
shore wave transformation from 20-m water depth to the
shoreline at two sites on the rocky shore of the Monterey
Peninsula, California, United States. The directly measured
seabed was rough with a large standard deviation of bed ele-
vation sh of 0.5–1.5 m. The incident significant wave height
varied from 0.3 to 2 m. Significant wave height and cross-
shore sea-swell wave energy flux decay onshore of 8-m water
depth. These depths are well offshore of the surfzone suggest-
ing that the sea-swell wave energy is attenuated due to bottom
friction. Incident mean wave angles in 20-m water depth were
largely within 6208 and refracted toward normal incidence in
shallower water.

Friction factors fe were estimated between instrument pairs
balancing the cross-shore sea-swell energy flux gradient with
the parameterized wave dissipation Df 5 0:8rfeU

3
rms, where
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we computed Urms from pressure measurements and linear-
wave theory, and we assumed normally incident waves. Qual-
ity control criteria were applied to neglect instrument pairs
where fe estimates were not reliable. Fifteen instrument pairs
pass the primary quality control criteria with large bulk fric-
tion factors varying between 1.0 and 5, among the largest
friction factors reported on coral reefs and rocky shores.
Additionally, the squared correlation r2 between the observed
flux convergence 2dF/dx and the cubed bottom orbital veloc-
ity hUrmsi3 is used as an additional quality control constraint.
Ten instrument pairs have r2 $ 0.65, and their resulting hourly
fe vary between 1 and 10. For these 10 instrument pairs, the
hourly fe consistently increase with smaller Ab/sh, the ratio of
the orbital amplitude Ab to the standard deviation of seabed
elevation sh. In log space, fe and Ab/sh are correlated with a
maximum r2* 5 0:43, and binned means of fe indicate a power-
law scaling with Ab/sh. We also related fe to a constant sref

h 5

0:8m (i.e., the mean sh across instrument sites), which re-
duces r2* to 0.28. Although r2* depends on the number of in-
strument pairs used when computing r2* , the reduction when
using sref

h instead of sh is a robust result. This decrease in r2*
demonstrates that our estimate of sh is a good proxy for the
roughness of the seabed, with larger sh enhancing fe.

Our results are broadly consistent with previous observa-
tions of large fe on coral reefs and rocky shores, and potential
sources of discrepancies between studies are discussed. Binned
means of fe range from 2 to 10 in the ROXSI observations, while
previous studies have fe between 0.7 and 8 for 0.2 # Ab/sh # 1.
Although our estimates are based on the assumption of nor-
mally incident waves, directly measured mean wave angles and
directional fluxes at a few locations yield a relatively small
(15%–25%) reduction in fe. While statistics of seabed variability
other than sh might be needed to intercompare results, different
methodologies across studies for computing fe and sh might
also contribute to discrepancies. Nevertheless, fe across stud-
ies are broadly consistent with a scaling with Ab/sh that has a
lower slope than predicted by parameterizations developed
for small-scale (Ab/kN .. 1) roughness. The ROXSI observa-
tions, based on measurements from a large number of 10 in-
strument pairs and spanning a wide range of water depths
between 3 and 10 m, yield an empirical power law for fe in
terms of Ab/sh, where the power-law exponent is approxi-
mately21. Given this empirical parameterization for fe, along
with high-resolution bathymetry, wave dissipation can be pa-
rameterized over the highly rough (Ab/sh # 1) seabeds of
coral reefs and rocky shores.
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APPENDIX A

Sea-Swell Mean Period and Mean Direction

From the sea surface elevation spectrum Sh, the sea-swell
mean wave period is computed as

Tmean 5

�
SS
Shdf�

SS
fShdf

: (A1)

Either sea surface displacements from wave buoys or pres-
sure and horizontal velocity measurements from ADCPs
can be used to calculate standard directional surface wave
moments and statistics (e.g., Longuet-Higgins et al. 1963;
Kuik et al. 1988; Thomson et al. 2018). For example, direc-
tional wave moments can be computed from the x, y, and z
components of sea surface displacement, in terms of their
spectra [Sx(f), Sy(f), and Sz(f), respectively] and their cross-
spectra. The first directional moments are computed as

a1(f ) 5
2Qxz����������������

Sz(Sx 1 Sy)
√ , (A2)

b1(f ) 5
2Qyz����������������

Sz(Sx 1 Sy)
√ , (A3)

where Qxz(f) and Qyz(f) are the quadrature spectra (i.e.,
minus the imaginary part of the cross-spectra) between x
and z and between y and z, respectively.
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The sea-swell directional moments are computed from
energy-weighted averages in frequency space of (A2) and
(A3). For example,

a1 5

�
SS
a1Shdf�

SS
Shdf

, (A4)

where the subscript SS denotes the 0.05–0.2-Hz frequency
range used throughout this paper for the sea-swell band.
The mean direction umean was computed as

umean 5 tan21 b1

a1

( )
, (A5)

which, along with definitions (A2) and (A3), corresponds
to the direction of wave propagation relative to the cross-
shore (1x).

APPENDIX B

Wave Dissipation Parameterized by fe

We compared fe from previous field measurements (L05;
L16; G20; S23) with our results from the ROXSI 2022 experi-
ment (Fig. 10). However, different definitions have been used
to express the dissipation in terms of fe for the various experi-
ments. Here, we examine the fe definition across studies and
present scaling factors (Table B1) to make previous results
consistent with our results and (12). Much of this appendix
borrows from notes by Prof. Stephen Monismith of Stanford
University, to whom we are grateful. The wave energy dissi-
pation factor fe, which we and others (e.g., L16) commonly
refer to as wave friction factor, is defined in terms of the
wave energy dissipation Df as

Df 5 r
fe
2
u2|u|, (B1)

where the overbar is a time average and u is the horizontal
velocity assuming unidirectional wave propagation. For field
observations, u is taken as the horizontal velocity evaluated
at the seabed from potential flow wave theory (e.g., L16).
For a monochromatic velocity u 5 U0 cos(vt), (B1) yields

Df 5 r
fe
2
U3

0cos2(vt)|cos(vt)| 5
2
3p

rfeU
3
0 ’ 0:21rfeU

3
0 ,

(B2)

and with Urms 5
����
u2

√
5U0/

��
2

√
, wave dissipation [(B2)]

becomes

Df ’ 0:21 3 2
��
2

√( )
rfeU

3
0 ’ 0:6rfeU

3
rms: (B3)

JC76 and R16 used (B3) to relate fe to Df.
Wave dissipation can also be written in terms of wave

height H through linear theory. The peak horizontal velocity
at the bottom is related to H by (e.g., Dean and Dalrymple
1991)

U0 5
v

sinh(kh)
H
2
, (B4)

where v is the radian frequency, h is the water depth, and
k is the wavenumber evaluated from the dispersion rela-
tionship [(3)]. Substituting (B4) into (B3) yields

Df 5
1

12p
rfe

v

sinh(kh)
[ ]3

H3: (B5)

Considering a narrow-band random wave field, wave dissi-
pation becomes (Thornton and Guza 1983)

Df 5
1

12p
rfe

vmean

sinh(kmeanh)
[ ]3�‘

0
H3p(H)dH, (B6)

where vmean is the mean wave frequency, kmean is the wave-
number correspondent to vmean, and p(H) is the Rayleigh
probability density function:

p(H) 5 2H
H2

rms
exp 2

H
Hrms

( )2[ ]
: (B7)

Expression [(B6)] is equivalent to the dissipation hefi in
Thornton and Guza (1983), who used the coefficient cf ;
fe/2. The integral in (B6) is�‘

0
H3p(H)dH 5

3
���
p

√
4

H3
rms, (B8)

resulting in

Df 5
1

16
���
p

√ rfe
vmean

sinh(kmeanh)
[ ]3

H3
rms: (B9)

Thornton and Guza (1983) missed a factor of 2 when evalu-
ating (B8), such that (B9) is twice their Eq. (40) for energy
dissipation (Thornton and MacMahan 2024). For a narrow-
band wave field,

Urms 5
vmean

sinh(kmeanh)
Hrms

2
��
2

√ , (B10)

and substituting (B10) into (B9) yields

TABLE B1. Reference with abbreviation, application type
(field data or parameterization), equation representing wave
dissipation, and constant multiplied by fe to make fe estimates
consistent with (B11).

Reference Type Equation Constant

L05 Field data (B14) 0.875
L16 Field data (B12) 0.5
G20 Field data (B15) 0.5
S23 Field data (B14) 0.875
JC76 Parameterization (B3) 0.75
M94 Parameterization (B14) 0.875
R16 Parameterization (B3) 0.75
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Df 5

���
2
p

√
rfeU

3
rms ’ 0:8rfeU

3
rms, (B11)

which is equivalent to (12) that we applied to parameterize
dissipation in this paper. The dissipation from L16 can be
written as

Df ’ 0:4rfeU
3
rms, (B12)

which differs from (B11) by a factor of 2 because the cor-
rection to Thornton and Guza (1983) was not implemented.

M94, L05, and S23 parameterized the spectral wave energy
dissipation Df in terms of the spectrum of wave horizontal veloc-
ity denoted as Su(v). The dissipation Df was parameterized as

Df (v) 5
1
4
rfe(v)ub,ru2b(v), (B13)

where ub(v)5
���������
2Su(v)

√
, and ub,r 5

��������������
u2b(v)dv

√
5

��
2

√
Urms is

the representative wave velocity as defined by M94. In terms
of Su and Urms 5

����������
Sudv

√
, (B13) can be rewritten as

Df (v) 5
��
2

√
2

rfe(v)UrmsSu(v): (B14)

G20 also parameterized dissipation spectrally, but used

Df (v) 5
��
2

√
2

���
p

√ rfeUrmsSu(v), (B15)

where fe is not a function of frequency, and the coefficient
is the same as in (B12). For a narrow-band wave spectrum,
the integral of Df (v) over the sea-swell band of (B14) or
(B15) yields a dissipation Df that can be compared with
(B11). For the fe intercomparison (Fig. 10), fe from other
studies were multiplied by the appropriate constants (Table B1)
to make all results consistent with (B11).

APPENDIX C

Wave Friction Factor Parameterizations

Several parameterizations for the wave friction factor
have been derived for large Ab/kN, and three solutions are
shown in Fig. 10. Here, we present the fe parameterizations
shown in Fig. 10. The wave friction factor fw in boundary
layer theory relates the bottom shear stress to the velocity
above the boundary layer (e.g., Jonsson 1966). Measure-
ments of the velocity profile within the boundary layer yield
the hydraulic roughness z0, and kN ; 30z0. JC76 presented
the semiempirical parameterization for fw as follows:

1

4
���
fw

√ 1 log10
1

4
���
fw

√ 5 0:20 1 log10
Ab

kN
, (C1)

that is valid for Ab/kN .. 1. Parameterization (C1) is semi-
empirical because the form of the equation is theoretically
derived for a rough turbulent boundary layer under a
monochromatic wave, but the first term on the right-hand
side is a coefficient that must be computed from laboratory
measurements (JC76). Based on earlier laboratory experiments,

Jonsson (1966) obtained a coefficient of 20.08 instead of 0.20.
For practical purposes, Swart (1974) approximated the fw solu-
tion from Jonsson (1966) as

fw 5 exp 5:213
Ab

kN

( )20:194

2 5:977
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (C2)

which is accurate to within 3% of the full solution for
Ab/kN . 1, but diverges for Ab/kN , 1. R16 implemented
(C2) in a wave model, but with a maximum of fw 5 50
for Ab/kN , 0.0369 to avoid unrealistically large fw. Nielsen
(1992) adjusted the coefficients in (C2) to improve agreement
with laboratory measurements in the regime of Ab/kN .. 1. In
Fig. 10, the parameterization JC76 was computed from (C1),
and R16 from (C2) with the cutoff fw 5 50. Both parameter-
izations were then normalized according to Table B1. The
assumption fe 5 fw was used in Fig. 10, which is commonly
assumed for rough turbulent boundary layers (Nielsen 1992).

Grant and Madsen (1979) derived a fully theoretical solu-
tion for fw in a model that includes the combined effect of
a current and a monochromatic wave. M94 extended the
Grant and Madsen (1979) model for a wave spectrum and,
based on the approach from Swart (1974), the approximate
solution for fw (without a mean flow) was given as

fw(vr) 5 exp 7:02
ub,r
kNvr

( )20:078

2 8:82

[ ]
, (C3)

where ub,r is the same representative velocity as in (B13) and
vr is the representative wave frequency, defined as the mean ra-
dian frequency. M94 reports that (C3) is a valid approximation
to the full solution of his model within 0.2 # ub,r/(kNvr) # 100.
Interestingly, M94 claims that his solution is valid for large-scale
roughness ub,r/(kNvr) # 1. In the absence of a mean flow, the
wave energy dissipation in the model by M94 is given by (B13),
where fw and fe were related through

fe 5 fw cos(Q), Q(vr) 5 33 2 6:0 log10
ub,r
kNvr

( )
, (C4)

where Q is in degrees. M94 stated that, for 0.2 # ub,r/(kNvr) #
1000, the approximation (C4) is accurate to within 1% of the
full solution.

Both L05 and S23 cited M94 to compare their observed fe
with theory and to compute kN. L05 used a spectral fe parame-
terization with the same form as (C3) and (C4), but with the
coefficients that Nielsen (1992) modified from Swart (1974).
S23 followed M94, including the effect of the mean flow, but
all the coefficients in (C3) were changed to provide a best fit
to the observations. Since (C3) and (C4) are based on a fully
theoretical model, the coefficients in (C3) should not be
changed, and L05 and S23 did not apply M94’s model. Given
that the coefficients in the expressions used by L05 and S23
are based on an adjustment of the parameterizations to obser-
vations, the model by M94 does not agree with measurements
for Ab/kN , 20 (Fig. 10). The fe denoted as M94 in Fig. 10 was
computed from (C3) and (C4) after substituting Ab 5 ub,r/vr

and kN 5 4sh, as suggested by L05 and S23. The M94 parame-
terization was normalized according to Table B1.
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