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Abstract The effects of barotropic and baroclinic tides on subtidal stratification and vertical mixing are
examined with high-resolution, three-dimensional numerical simulations of the Central Californian coastal
upwelling region. A base simulation with realistic atmospheric and regional-scale boundary forcing but no
tides (NT) is compared to two simulations with the addition of predominantly barotropic local tides (LT) and
with combined barotropic and remotely generated, baroclinic tides (WT) with =~ 100 W m~" onshore
baroclinic energy flux. During a 10 day period of coastal upwelling when the domain volume-averaged
temperature is similar in all three simulations, LT has little difference in subtidal temperature and
stratification compared to NT. In contrast, the addition of remote baroclinic tides (WT) reduces the subtidal
continental shelf stratification up to 50% relative to NT. Idealized simulations to isolate barotropic and
baroclinic effects demonstrate that within a parameter space of typical U.S. West Coast continental shelf
slopes, barotropic tidal currents, incident energy flux, and subtidal stratification, the dissipating baroclinic
tide destroys stratification an order of magnitude faster than barotropic tides. In WT, the modeled vertical
temperature diffusivity at the top (base) of the bottom (surface) boundary layer is increased up to 20 times
relative to NT. Therefore, the width of the inner-shelf (region of surface and bottom boundary layer overlap)
is increased approximately 4 times relative to NT. The change in stratification due to dissipating baroclinic
tides is comparable to the magnitude of the observed seasonal cycle of stratification.

1. Introduction

On the continental shelf (from the shoreline to ~150 m water depth), water temperature and stratification
are important factors that determine the vertical distribution of water column properties, cross-shelf circu-
lation, and the efficiency of air-sea exchange. For classic two-dimensional wind-driven coastal upwelling,
the continental shelf has different dynamical regimes based on the distribution of vertical mixing and
coastal stratification (e.g., Lentz & Fewings, 2012). On the outer and midshelf, turbulent surface and bottom
boundary layers are separated by a quasi-inviscid, stratified interior. On the inner shelf, turbulent boundary
layers overlap and stratification is weak (e.g., Austin & Lentz, 2002; Lentz, 1995, 2001; Lentz & Fewings,
2012).

Continental shelf turbulence levels and boundary layer thickness are also affected by other processes, such
as barotropic (surface) and baroclinic (internal) tides. Barotropic tides are forced directly by lunar and solar
gravitational effects, and are damped by interactions with bathymetry through the generation of baroclinic
tides and bottom boundary layer dissipation (e.g., Egbert & Ray, 2001; Garrett & Kunze, 2007). Barotopic
tides have mostly depth-uniform currents and small temperature oscillations. Through nonlinear and dissi-
pative effects, they can drive residual flows and induce vertical mixing on subtidal timescales. On the broad
European shelf, barotropic tidal mixing generates seasonally varying, well-defined fronts with temperature
gradients up to 1 °C km™' (e.g., Simpson & Hunter, 1974). Barotropic tidal mixing also affects the vertical
structure of coastal plumes both near and far from their source (e.g., Giddings et al., 2014; Liu et al., 2009).
On the New England continental shelf, barotropic tidal currents up to 0.35 m s~' and highly variable
bathymetry, create a residual circulation comparable to wind-driven flow (Ganju et al., 2011; He & Wilkin,
2006; Kirincich et al., 2013). In this region, an injection of Fluorescein dye into an energetic barotropic tidally
driven bottom boundary layer, was uniformly mixed through two-thirds of the entire water column (=40 m
in the vertical) within 24 h (Houghton & Ho, 2001). Tidal mixing can also influence wind-driven boundary
layers. Idealized two-dimensional simulations with wind forcing and barotropic tides representative of the
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mid-Atlantic Bight result in thicker bottom boundary layers and reduced inner-shelf stratification relative to
wind-only simulations (Castelao et al., 2010).

Baroclinic tides have vertically sheared currents and potentially large temperature fluctuations. Approxi-
mately 30% of the global energy input into baroclinic tides is dissipated on continental margins, onshore of
the toe of the continental slope (e.g., Waterhouse et al., 2014). A linear internal wave scattering model sug-
gests that 10% of the energy input to baroclinic tides (=~ 0.1 TW) is transmitted and eventually dissipated
on the continental shelf (Kelly et al., 2013a). On the continental shelf, observations indicate that midwater
column turbulence is elevated with strong internal tide activity (e.g., MacKinnon & Gregg, 2003a).

Baroclinic tidal generation, propagation, and dissipation are often studied with regional numerical simulations
of tides and varying wind forcing, and/or mesoscale variability (e.g., Buijsman et al, 2011; Carter, 2010;
Holloway, 2001; Kerry et al,, 2014; Kumar et al., 2015; Osborne et al,, 2011, 2014). In these models, baroclinic
tides are either generated within the domain by barotropic tidal flow interacting with near-critical bottom
bathymetry (e.g., Ponte & Cornuelle, 2013), or enter the domain through prescribed lateral boundary condi-
tions (e.g., Janekovic & Powell, 2012). These studies predominantly focus on tidal-band energetics, with limited
discussion of the long-term, subtidal effect of simulating tides. Analogous to surface gravity waves approach-
ing the shore, internal waves also break and vertically mix the water column over a region termed the “inter-
nal surfzone” (e.g., Huthnance, 1995; Thorpe, 1999) or “internal swashzone” (e.g., Walter et al., 2012).

Global (e.g., Arbic et al., 2010), and regional (Hermann et al., 2002; Kartadikaria et al., 2011) models with
tides show an increase in time-mean vertical mixing relative to those without tides. A two-dimensional
model with baroclinic tides and coastal upwelling representative of the Oregon shelf (Kurapov et al., 2010),
also report increased mixing and weaker bottom boundary layer stratification in internal tidal simulations.
In this two-dimensional setting, baroclinic tides were generated at the shelf-break by an unrealistically large,
cross-shore oriented barotropic tidal flow (0.2 m s~'), necessary to create the target baroclinic tides. In the
above studies, barotropic and baroclinic tidal effects were simultaneously present and it is unclear whether
increased mixing was due to the barotropic or baroclinic tidal processes. In addition, how continental shelf
characteristics determine the relative importance of barotropic and baroclinic tidal processes on subtidal
vertical mixing is not understood.

Water temperature and stratification affect coastal ecosystems at a range of trophic levels (e.g., Cowen &
Sponaugle, 2009; Tapia et al., 2009). For example, water temperature affects nutrient availability for primary
production (e.g., McPhee-Shaw et al.,, 2007), and the recruitment and growth rate of coastal kelp and mussel
species (e.g., Blanchette & Gaines, 2007). The output of regional numerical models, such as predicted water
temperature, stratification and currents, are often used to assist in coastal management decisions. (e.g.,
Drake et al., 2011; Hinrichsen et al., 2011; Mitarai et al., 2009). Although regional operational models such as
those from Integrated Ocean Observing Systems (https://ioos.noaa.gov/), well-represent wind-driven
upwelling and mesoscale dynamics (e.g., Veneziani et al., 2009), they often do not include barotropic or bar-
oclinic tides. Therefore, any potential effect of barotropic or baroclinic tides on tidal or subtidal vertical mix-
ing and stratification is neglected. Regional models also have coarse horizontal resolution (e.g., 3 km
resolution for the U.S. West Coast or Gulf of Mexico regions) relative to the width of some continental
shelves. Observations from the “internal surfzone” suggest that within 5 km of the shoreline, baroclinic tidal
characteristics are substantially transformed relative to offshore (e.g. Lerczak et al, 2003; Nam & Send,
2011; Suanda & Barth, 2015). Furthermore, continental shelf variations in stratification and mixing affect the
cross-shelf distribution of intertidal invertebrate larvae (e.g., Morgan et al., 2009a; Queiroga & Blanton,
2004), which often remain within 10 km of the shoreline during the dispersal stage (e.g., Fisher et al,, 2014;
Morgan et al., 2009b). Thus, even if tidal forcing were included in regional models, baroclinic tidal dynamics
and the potential effect on coastal ecosystems within the inner shelf would be insufficiently resolved.

Here, the effect of barotropic and baroclinic tides on subtidal stratification and vertical mixing is examined
with three independent, realistic, and high-resolution three-dimensional simulations of the Central Califor-
nian continental shelf. A base simulation does not include barotropic or baroclinic tides. Two additional sim-
ulations have predominantly barotropic and combined barotropic and baroclinic tides. In addition, the
independent impact of barotropic and baroclinic tides on vertical mixing and stratification are examined in
highly idealized simulations with no other forcing. The setup of the models, comparison to observations,
and analysis methods are described in section 2. The choice of an analysis period when the three realistic
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simulations have similar volume-averaged temperature is described. A
comparison of the three realistic simulations, contrasting the subtidal
effect of barotropic and baroclinic tides are presented in section 3,
with support from idealized model simulations. The implications of
this study with reference to natural observed stratification variability
and the width of the modeled inner shelf in this region are discussed
in section 4. Section 5 provides a summary.

Pt. Conception

2. Methods

2.1. Santa Maria Basin Continental Shelf Simulations

2.1.1. Model Setup

The continental shelf adjacent to the Santa Maria Basin (SMB), north
v SLO of Pt. Conception (Figure 1) is simulated with Rutgers ROMS (Regional
@ SMB (100 m) Ocean Modeling System) with realistic surface forcing and boundary
O PISCO (15 m) conditions for a 60 day period from 1 June to 31 July 2000. The SMB
shelf is approximately 80 km long and 15 km wide from the shoreline
to the 100 m isobath with bathymetric and coastline variability associ-
ated with multiple headlands and embayments (Figure 1). Some
details of the ROMS setup and model-data comparison are described
here with further information provided in Suanda et al. (2016). ROMS
is a three-dimensional, terrain-following, open source numerical
model that solves the Reynolds-averaged Navier-Stokes equations

-120.8 -120.7 -120.6 -120.5 -120.4 -120.3
Longitude (°E)

Figure 1. Map of the model region (L3 domain) showing continental shelf
bathymetry (gray lines are 25 m increments) and coastline adjacent to the
Santa Maria Basin (SMB). The 100 m isobath is indicated by the black-white-
dashed line. Dashed blue line marks the latitude of the cross-shore transects in
Figures 7-9. Symbols denote the locations of the Port San Luis (SLO) tide gauge
(white triangle), and the SMB (black circle, 100 m depth) and PISCO moorings
(white circle, 15 m depth). Inset indicates the Central Californian study region.
White outlines are domain boundaries for lower levels of nesting (large white
rectangles, L1 and L2) and for the NT, LT, and WT simulation domain (small

with hydrostatic and Boussinesq approximations (Haidvogel et al.,
2008; Shchepetkin & McWilliams, 2005, 2009; Warner et al., 2010). For
the SMB shelf, ROMS is configured with horizontal grid spacing of

200 m, 42 vertical levels, a horizontal eddy viscosity of 0.1 m? s~ .

The k-e model is used to represent the modeled temperature eddy dif-
fusivity Kr (e.g., Warner et al, 2005). The k-¢ submodel solves two
transport equations for turbulent kinetic energy k, and turbulent dissi-
pation rate ¢, which are combined to give a turbulent length scale as
a representation of subgrid vertical mixing (e.g., Burchard et al., 1998;
Umlauf & Burchard, 2003). The source terms in these equations are

white rectangle, L3).

functions of grid-resolved vertical gradients in horizontal velocity and

density. Implementation of k-¢ in ROMS is through a choice of stability
function parameters (Warner et al., 2005). Broadly speaking, Kr increases with increased grid-resolved hori-
zontal velocity shear and decreases with increased vertical density gradients. Previous work finds the k-¢
model to perform well in a variety of coastal applications (e.g., Warner et al., 2005) including wind-driven
coastal upwelling (e.g., Durski et al., 2004; Wijesekera et al., 2003).

ROMS is forced at the surface by daily-averaged atmospheric fields at 9 km resolution from the Coupled
Ocean-Atmosphere Mesoscale Prediction System (COAMPS) model (Hodur et al., 2002). Radiation boundary
conditions are applied to barotropic fields to allow outgoing energy (Chapman, 1985; Flather, 1976; Mason
et al, 2010), and both radiation and nudging are used for baroclinic temperature and velocity boundary
conditions (Marchesiello et al., 2001). Tracer and incoming baroclinic velocities are strongly nudged (with a
1 h time scale) and outgoing velocities are weakly nudged (365 d time scale).

The SMB shelf simulations (defined as grid L3, 200 m horizontal resolution) inherit boundary conditions
from a series of one-way nested simulations on grids with larger domains and larger grid resolution (Figure
1, inset). The outermost simulation (LO) covers the entire northeastern Pacific ocean with 3 km horizontal
resolution and uses climatological lateral boundary conditions from the World Ocean Atlas. This simulation
reasonably reproduces the mean, seasonal, and mesoscale varying California Current System (Veneziani
et al,, 2009). A higher-resolution grid L1 (1 km horizontal resolution, see inset of Figure 1) has boundary con-
ditions inherited from the LO solution. This nesting procedure is repeated for the second L2 (600 m horizon-
tal resolution, inset Figure 1) and third L3 level of nesting. Both L1 and L2 use tracer and incoming velocity
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nudging time scales of 6 h. To maintain consistency, all nested grids utilize the same COAMPS daily-
averaged atmospheric forcing.

Three SMB simulations are run on grid L3 and analyzed to study the effects of barotropic and baroclinic tides on
stratification and mixing on the shelf with the same atmospheric forcing. The first simulation has no barotropic
or baroclinic tides (no-tides, NT) and uses boundary conditions from the L2 parent grid (Figure 1, inset) run with-
out tides. A second simulation has barotropic tides only (local tides, LT) and uses the NT boundary conditions
together with harmonic sea level and barotropic velocities of eight astronomical tidal constituents
Ky, S2, My, Ny, Ky, Pq, O7, Q) and two overtides (Mg, M4) from the Tidal Constituent Database for the Eastern
North Pacific Ocean (e.g., Mark et al., 2004). The database was constructed by forcing a depth-integrated, high
coastal resolution, finite element hydrodynamic model (ADCIRC, Advanced Circulation) with the equilibrium tidal
potential (e.g., Mark et al., 2004). This LT simulation has very weak baroclinic tides because most of the bathy-
metric slope within the L3 grid is subcritical to baroclinic tidal generation (e.g, Holloway, 2001; Ponte &
Cornuelle, 2013). Bathymetric slope criticality is defined relative to the slope of an internal wave characteristic in
the (x, 2) plane. For example, a semidiurnal internal wave with frequency mw, has a characteristic slope given by:

—1/2

E:(wﬁlz_fz) / 7 (1)

dx  \Nz—w},
where f is the Coriolis frequency and N, is the near-bottom stratification. Given the mean N, in the L3
domain, the semidiurnal characteristic is nearly always 2-5 times steeper than the slope of the SMB shelf,
particularly north of 34.65° (Figure 1). This indicates that an incident semidiurnal internal tide forward
reflects toward the shoreline. The third simulation has both barotropic and baroclinic tides (with-tides, WT).
This simulation inherits boundary conditions from the L2 parent grid with the addition of the ADCIRC tidal
forcing applied to the L2 boundaries. Within the L2 grid, there are many regions of barotropic-to-baroclinic
tidal conversion which generate a time-average up to 0.05 W m~2 baroclinic tidal energy resulting in a net
semidiurnal internal tide energy flux of &~ 100W m™" at the L3 boundary (N. Kumar, personal communica-
tion, 2017). These are designated as “remote” baroclinic tides as they propagate throughout L2 and are
transmitted to the higher-resolution L3 domain via lateral boundary conditions. Baroclinic tides are
simulated with a hydrostatic model to remain consistent with the models that supply the outer boundary
conditions. Furthermore, horizontal grid spacing must be smaller than half the water depth to resolve nony-
drostatic effects (Vitousek & Fringer, 2011). Over typical continental shelf depths =~ 50 m, unrealistically
small grid spacing would be needed to accurately capture these effects in a nonhydrostatic model.
2.1.2. SMB Simulations: Comparison to Observations
In the subtidal band (frequencies < 0.025 cph), the three SMB simulations compare favorably to moored
observations over the 2 month period (Suanda et al., 2016). Here, a limited comparison to observations
focuses on tidal-band and higher frequencies. The modeled barotropic tide is compared to observed sea
level from the Port San Luis tide gauge (Figure 1, white triangle) via harmonic analysis using T_TIDE (Pawlo-
wicz et al,, 2002). Two of the largest semidiurnal (M5, S,) and diurnal (K; and O,) tidal constituents are well
reproduced by both LT and WT models to within 10% of the observed value (Figure 2a). The modeled N,
constituent is within 20% of the observed amplitude with errors of 3 cm. All modeled tidal phases are within
2 h of observed, except for the modeled N, constituent that lags observations by 4 h (not shown). Sea level
phase differences between LT and WT simulations were all less than 15 min, and similar to the ADCIRC tidal
forcing. The similarity of the barotropic fields in LT and WT, suggest that model domain size has a small
effect on barotropic tidal processes in this region similar to Southern California Bight and Monterey Bay
results (Hall & Carter, 2010; Ponte & Cornuelle, 2013).

Baroclinic fields are compared to the SMB mooring deployed near the shelf edge on the 100 m isobath (Figure
1, black circle). Temperature spectra are calculated from observations at 25 and 45 m below the surface and
subsequently averaged together (Figure 2b). Observed east-west velocity spectra are calculated from observa-
tions 5 m below the sea surface (Figure 2c). Modeled temperature and velocity spectra are similarly calculated
for the SMB simulations (WT, LT, and NT). In the subtidal band, the modeled and observed temperature spec-
tra (Figure 2b) and velocity spectra (Figure 2c) are similar. At tidal and higher-frequency bands
(frequencies > 0.025 cph), the observed temperature and velocity spectra have peaks at diurnal, semidiurnal,
and the twice semidiurnal harmonic (black curves in Figures 2b and 2c). At the SMB shelf latitude, the diurnal
frequency is subinertial (wg; < f). All three SMB simulations underrepresent the observed diurnal peak in the
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Figure 2. (a) Major semidiurnal (N, S,, M,) and diurnal (04, K;) sea level tidal
constituents at Port San Luis tide gauge for observed (black) and simulated
with local tides (LT, hatched green) and total tides (WT, red). (b) Temperature
spectra versus frequency from 25 to 45 m water depth at the SMB mooring
location (see Figure 1) for observed (Obs, thick black) and simulated with no
tides (NT, cyan), local tides (LT, green), and total tides (WT, thick red). Vertical-
dashed lines are the subtidal cutoff (1/40 h, 0.025 cph), dominant semidiurnal
(1/12.42 h, 0.0805 cph), and its first harmonic (1/6.21 h, 0.0161 cph). (c) East-
west velocity spectra from 5 m water depth. Line colors and vertical-dashed
lines are the same as Figure 2b.

temperature and velocity spectra, likely due to the lack of diurnal wind-
forcing (sea-breeze), which has been shown to drive diurnal
temperature and velocity variability on the SMB shelf (Cudaback &
McPhee-Shaw, 2009; Pidgeon & Winant, 2005; Walter et al., 2017). Subi-
nertial internal diurnal tidal motions can also be generated by abrupt
topography (e.g., Beckenbach & Terrill, 2008). The waves are evanescent
with decay scales potentially long relative to the model domain. The
WT simulation has a stronger diurnal tidal response than LT (Figures 2b
and 2c) because topographically generated diurnal internal motions in
L2 can also be transmitted to L3. The WT temperature and velocity
spectra have semidiurnal and harmonic peaks similar to the observed
(compare red and black curves in Figures 2b and 2c¢) in addition to ele-
vated background levels. This indicates that WT baroclinic tidal energy
is qualitatively similar to the observed. The LT simulation also has a
semidiurnal peak in temperature and velocity, but an order of magni-
tude less than observed, and without the semidiurnal harmonic (green
curves in Figures 2b and 2c). This demonstrates that baroclinic tides are
significantly underproduced in LT. Through the tidal and high-
frequency band, the NT temperature and velocity spectra are red with
no pronounced peaks (blue curves in Figures 2b and 2c¢).

2.1.3. Analysis Period

To assess the role of tides in modifying the mean temperature distri-
bution within the no tides (NT), local tides (LT), and with tides (WT)
simulations, an analysis period is chosen when the volume-averaged
temperature (heat content) within all simulations are equivalent. For
each simulation, volume-averaged temperature T,(t) is defined as:

5Ty, z, t)dV
Jisav 7

where the volume integral is over the entire L3 domain (200 m horizon-
tal resolution). The cross-shore coordinate (x) is positive shoreward with
the coastline at x = 0. The along-shore coordinate (y) is positive pole-
ward and the vertical coordinate (2) is positive upward with time-mean
sea level at z= 0. During the simulation period, wind forcing is predom-
inantly from the northwest, favorable to coastal upwelling, except for
relaxation and reversal periods (Figure 3a). In all simulations, Ty is corre-
lated (r =~ 0.4) with the along-shelf component of the wind (Figure 3b).
NT and LT simulations are similar, with a maximum absolute difference
Ty < 0.15°C for the entire 2 month simulation, thus indicating that
local tidal processes do not strongly affect the total heat content during
either upwelling or wind relaxation. The difference in Ty between NT
and WT is similarly small during upwelling, but can reach 0.4°C follow-

Tu(t) )]

ing periods of wind relaxation, when a poleward flow advects warm Santa Barbara Channel (SBC) water north-
ward to the SMB shelf (Melton et al., 2009; Suanda et al.,, 2016; Washburn et al,, 2011). The SBC water mass is
different between NT and WT due to SBC mixing with the addition of tides at the L2 grid boundaries. Once
advected onto the SMB shelf, persistent differences in NT and WT Ty last about 1 week after winds return to
upwelling-favorable. Given the difference in temperature advection, differences in temperature distribution
within relaxation periods cannot be attributed solely to mixing processes. These periods are therefore avoided
in the subsequent analysis.

During prolonged wind-driven upwelling, the average temperature Ty between SMB models is similar and indi-
cates comparable heat content throughout the three model simulations. Temperature differences between NT,
LT, and WT during this period indicate variations in the horizontal and vertical distribution of temperature within
L3, and form the focus of this manuscript. Thus, the upwelling period between 3 and 13 July is chosen as the
analysis period to compare the temperature distribution among the SMB simulations (blue shading, Figure 3).
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4 The analysis period begins with a weak upwelling-favorable wind on 3
July 2000 which increases in magnitude to moderate (=~ 8m s~ '), and
then decreases to near zero on 13 July 2000. The period also encom-
passes the transition from neap to spring tide and back toward neap (not
shown). Model output from the NT, LT, and WT simulations are compared
with 10 day time averages spanning the analysis period (blue shading,
Figure 3). For example, analysis period mean temperature is denoted,

T

_ 1 to+7
T<n>:_J

T Je

where n refers to the NT, LT, or WT simulation, t, is the beginning of

the analysis period and t= 10 days. Mean differences between simu-

Iatlons are calculated with reference to the NT simulation, such that
(n=ND 7 (NT), where n refers to the LT or WT simulation.

AT =7 7

——NT —— LT ——w1]|

Figure 3. Two month time-series of (a) daily-averaged COAMPS vector winds
representative of regional wind forcing. (b) Time series of model region
volume-averaged temperature (T,) for simulations with no tides (NT), local tides
). In both plots, the shaded blue region 3-13 July
corresponds to the upwelling period analyzed in Results.

(LT), and total tides (WT)

03-Jun

T
13-Jun

23-Jun
Day-Month 2000

03-Jul 13-Jul 23-lul 2,2, Idealized Model Setup

The effect of barotropic tides (denoted BT) and baroclinic tides
(denoted BC) on temperature distribution is separately assessed with
two idealized (ID) ROMS models configured to be analogous to the
SMB shelf without alongshore variations, surface forcing, or subtidal
boundary conditions. The ID simulations are thus two-dimensional (x, z)
with periodic alongshore (y) boundary conditions and no wind or sur-
face buoyancy forcing. The ID simulations have 30 vertical levels with increased resolution in the surface and
bottom layers and are on an f-plane with Coriolis acceleration associated with latitude 35.0°N. An 85 km
domain with uniform cross-shore grid spacing of 500 m is used with 10 grid points in y and 170 grid points
in x. Offshore, the bathymetry is flat with a uniform depth of 300 m for 40 km, then rises with a uniform slope
of 0.008, similar to the SMB continental shelf slope at 35.0°N (Figure 4a). At 10 m depth, the bathymetry is flat
and a 7.5 km wide sponge layer that absorbs baroclinic fluctuations is placed over the final 15 grid points end-
ing in a wall. Through this sponge region, horizontal eddy viscosity increases from an interior value of 1 m?
s~ to a boundary value of 50 m?s~'. The offshore end of the sponge region is denoted as the shoreline
(x=0). The initial constant thermal stratification of 0.06 °C m~" is uniformly applied in x and z, equivalent to
the depth average stratification from the SMB shelf NT simulation (Figure 4b). Salinity variations are neglected,
thus the vertical temperature gradient controls the stratification as measured by the Brunt-Vaisala frequency

:(gaaT/82)1/2, where the thermal expansion coefficient «=2x10"%°C" is assumed constant.

A single semidiurnal tidal constituent with period of 12.42 h (M,) is applied as either barotropic or baroclinic
forcing at the offshore boundary of the ID simulations. For the BT case, the offshore boundary condition of
Flather-Chapman is specified with a cross-shore depth-uniform periodic

L

(a) (b) T flow T=U,cos (wmat), where wy;, is the M, tidal radian frequency. Inte-
-50 4 rior model dynamics solve for sea level (Chapman, 1985; Flather, 1976).
100 4o > : Radiation boundary conditions are specified on depth-dependent
. h | u’, v/, and T'. In the BT case, the tidal forcing produces variability in sea
% -150'25‘ I level with almost 2 m amplitude. Although this sea level is approxi-
2200 |2 ) I mately 4 times the amplitude of observed M, sea level, it is necessary
g 1 to create a barotropic flow of magnitude consistent with those pro-
-250 1 1| _Tg duced in the SMB shelf models, where the tide propagates alongshore
300 ! : - l as a Kelvin wave (e.g., Kurapov et al., 2010).
80 60 40 20 0 0 0.1 0.2

Figure 4. (a) Bathymetry versus distance offshore (x) from the idealized (ID)
model (gray, black) and the realistic model region at 35.0°N latitude (see
horizontal-dashed line, Figure 1). In ID model, shoreward of x =0 a 7.5 km wide

Distance offshore (km)

In the BC case, the offshore boundary condition is clamped to a baro-
clinic cross-shore flow u’, along-shore flow v/, and temperature perturba-
tion T’ consistent with a vertically standing mode-1 internal wave
(Johnston & Merrifield, 2003). A constant baroclinic wave-averaged,
depth-integrated energy flux of EFM2=100W m™', approximately

dT/dz (°Cm™)

sponge layer covers the final 15 grid points of the domain. (b) Mean stratifica-
tion dT/dz versus depth for the NT simulation (blue) and initial stratification
used for ID model (dashed black).

equivalent to the mean shoreward energy flux found in the WT model
of this region, is applied at the boundary. Boundary conditions for
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Figure 5. Idealized (ID) baroclinic model snapshots at t= 179 h of (a) perturbation
cross-shore velocity u” and (b) perturbation temperature T’ as a function of dis-
tance offshore (x) and z. Thick-dashed lines in Figure 5a represent the slope of a
semidiurnal internal wave characteristic. (c) Wave-averaged, depth-integrated semi-
diurnal energy flux EFM? versus distance offshore from ID baroclinic model. Dashed
line indicates input EFM2=100W m~" applied at offshore boundary (x = 85 km).

baroclinic velocity u’, v/, and temperature T, are found from the polari-
zation relation of a first-mode internal wave (see Appendix A). A BC
model snapshot 179 h into simulation shows horizontal velocity and
temperature perturbation fields consistent with a mode-1 baroclinic
wave offshore of the slope (Figures 5a and 5b). Onshore of the slope, a
portion of the mode-1 energy is transferred to higher vertical wave num-
bers, whose signature is a beam emanating from the bottom toward the
surface (e.g., Johnston & Merrifield, 2003; Kelly et al., 2013b). For the ini-
tial stratification (N) and bathymetric slope of the SMB shelf, the internal
wave characteristic is steeper than the bathymetric slope, and the wave
forward-reflects toward shore (Figures 5a and 5b). This aspect is essential
to the dynamics explored here (section 3.3). The internal wave beam
continues upslope until nonlinear effects give rise to large values of
velocity and perturbation temperature. Offshore of the slope, onshore
internal wave energy flux is consistent with a mode-1 wave (Figure 5c).
Wave-averaged energy flux slowly decreases over the first 27 km of the
slope until approximately 80 m water depth (12 km from shore) where it
quickly decreases toward zero nearshore. The hydrostatic ROMS model
does not permit density overturns, potentially important in realistic
internal wave breaking kinematics. Instead, the k—e closure produces
elevated eddy viscosity and diffusivity in this nearshore region to dissi-
pate energy (section 3.3). Both ID simulations are run for 10 days, the
same length as the analysis period in SMB simulations. A tidal-average is
taken over the last day of simulation representative of the subtidal end-
ing state. For example, in the temperature field:

-I to+1Tp
e:—J T(x,z)dt (4)

D Jto

where t9 is the 9th day of simulation and 1p is 24 h.

3. Results

3.1. Temperature Distribution

The analysis period average surface T (equation (3)) is consistent
with regional coastal upwelling (Figure 6a). Offshore, in water depths
greater than 100 m, relatively warm surface water ~ 15.5°C stretches
along the entire ~100 km of coastline with little spatial variability except
in the northern and southern parts of the domain. Onshore of 100 m

(NT)

depth, surface temperatures are up to 3 °C colder with the coldest surface T found in the downwind (south-
ern) side of each headland, likely related to headland-intensified upwelling (e.g., Gan & Allen, 2002). The LT sim-

ulation surface T is similar to surface T<NT), with small AT

LN spatial mean of —0.01°C, spatial root-

mean-square (rms) of 0.06°C, and no discernible spatial pattern (Figure 6b). In contrast, WT surface temperature

T is much different, as AT
F(LT-ND)

here.

WT—NT

" has spatial mean —0.14°C and spatial variability 5 times larger than A
with an rms of 0.33 °C (Figure 6c). Methods (section 2.1.3) demonstrate that the volume-averaged
temperature Ty is similar between WT and NT during the analysis period. Thus, spatial mean surface AT
< 0 indicates that on average subsurface AT

WT=NT)

WT—NT . . . .
'S 0. This average vertical structure is further examined

Subsurface temperature is examined on a cross-shore depth transect at 35.0°N, from the shoreline to the

100 m isobath (Figure 7). In the no tides simulation, T

NT - . .
( )(x,z) indicates structure consistent with coastal

upwelling with upward and onshore tilted isotherms in the upper 40 m of the water column (Figure 7a). At
depth, isotherms are tilted downward consistent with a poleward undercurrent due to the poleward pres-
sure gradient force, a feature of continental shelf observations within the California Current system (e.g.,
Connolly et al., 2013; Fewings et al., 2015; Gan & Allen, 2002; Huyer et al., 1989).
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a) Surface T(VY)

(b) Surface ATT-NT)

The LT average T(LT)(X,Z) is very similar to NT with a spatial rms
(AT(LT_NT))=O.O4 °C and no clear pattern (Figure 7b). A cross section
of ATVTND has more significant temperature differences between
simulations with spatial rms 0.25°C (Figure 7c). The largest ATWTND
values are about 0.4°C found at 70 m water depth. Except for the
small amount of bottom cooling offshore near the 100 m isobath, the
spatial pattern of ATYT T s consistent across the shelf. Relative to
NT, the mean water temperature has cooled by about 0.25°C in the
near-surface at water depths shallower than 20 m and warmed by
approximately the same amount at depth. Both the spatial (x, z) mean
AT and ATV are small (0.02°Q), again consistent with sim-
ilar Ty for all simulations during the analysis period.

(c) Surface ATWT-NT)

Three-dimensional effects are also evident, for example the spatial
mean surface T is ~ 0.5°C warmer than surface T\ downwind

-120.8 -120.6

Figure 6. (a) Analysis period average (blue shading Figure 3) surface tempera- . ) ) ) - !
) as a function of latitude and longitude. Analy- ~ €ess in all SMB simulations. Relative to NT, headland-intensified

ture from the NT simulation T

-120.8

. : of all headlands (Figure 6c). As the same wind field is applied to the
-120.6 -120.8 1206 NT, LT, and WT simulations, headland-intensified upwelling (e.g., Gan
& Allen, 2002; Roughan et al., 2005; Winant, 2006) is an important pro-

sis period averagre surface temperature difference between (b) LT and NT upwelling in the WT simulation delivers relatively warmed subsurface

simulations AT " and (c) WT and NT simulations AT"" """ In all plots, water (Figure 7¢) to the downwind side of the headlands.
gray lines mark isobaths in 50 m increments and in Figure 6a the solid black

line marks the 100 m isobath.

3.2. Temperature Stratification and Diffusivity

To indicate the strength of mean model vertical mixing, the compari-
son of NT, LT, and WT temperature distributions are supplemented with cross-shore versus depth transects
of analysis period average temperature stratification dT /dz(x,z) and thermal diffusivity K7 (x,z). Although
Kr and dT/dz vary on subtidal and tidal timescales, here only analysis period averages are considered to
focus on the long-term changes induced by barotropic and baroclinic tides.

Inshore (total water depth < 70 m), mean NT thermal stratification dT /dz(N")(x, z) at 35.0°N reaches a maxi-
mum of 0.5°C m~" at approximately 10 m depth (Figure 8a). Although the lower water column is weakly
stratified, high stratification in this nearshore thermocline contributes to a high spatial mean of d7 /dzN") of
0.09°C m~'. Regions of high vertical mixing are predominantly found in distinct surface and bottom bound-
ary layers (roughly, Kr > 107*m?2s~") where K;(\") can exceed 1072 m?2 s~ (Figure 8b). Without tides, mod-
eled NT surface turbulence during the analysis period is predominantly driven by the wind, and bottom
turbulence is generated by near-bed shear of the subtidal flow. The distance between the surface and bot-
tom boundary layers decreases toward shallow water but remain well-separated by a quasi-inviscid interior
(Kr < 107*m?s™") until the 7 m isobath (blue line, Figure 8b). Onshore of this point, Kr > 107*m?s™"
throughout the water column indicating that boundary layers overlap, and thereby defining the inner shelf
(e.g., Austin & Lentz, 2002; Lentz & Fewings, 2012).

In LT, the overall picture is similar to NT including the magnitude and structure of the nearshore thermo-
cline (Figure 8c). The main differences are found in slightly patchier levels of elevated Kr near the bottom
boundary layer, and slightly increased Kr nearshore (Figure 8d). In contrast, dT /dz"W" and K;™" have
larger differences compared to NT (Figures 8e and 8f). In WT, the strength of the inshore thermocline
(where dT/dzWT) is maximum in total water depth < 70 m) is reduced to approximately half of d7 /dzT
with a maximum dT /dz"" value of 0.25°C m~" (Figure 8e). Vertical mixing is stronger in WT than both NT
and LT, with regions of high K7 extending from the boundary layers to fill the middle of the water column
(Figure 8f). The distance between the surface and bottom boundary layers is decreased in WT relative to NT
such that the region where (Kr < 107 m? s~ ") terminates at 23 m isobath (blue line, Figure 8f). The implica-
tion of these results is further discussed in section 4.2 below.

Differences in dT /dz and Kr between simulations further illuminate these features (Figure 9). Between LT
and NT, the average difference AdT /dz("™"NT) is small, with the LT simulation overall —0.001°C m~" less
stratified than NT (Figure 9a). Moderate spatial variability is evident as the spatial rms difference of AdT /d
Z(FT"NT) is 0.01°C m~', including increased stratification at the base of the surface layer in the LT simulation.
Some differences between K:('™ and K;NT) are visible as variable patches of the diffusivity ratio within
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Figure 7. Analysis period averages on a cross-shore and depth transect (x, z) at
latitude 35.0°N (see horizontal-dashed line, Figure 1): (a) average NT tempera-
ture T NT with isotherms contour lines in 2°C increments (black). (b) Average
temperature difference between LT and NT simulations AT - . (c) Average
temperature difference between the WT and NT simulations AT W=D Color
bar in Figure 7c also applies to Figure 7b.

10 m of the bottom (Figure 9b). The greatest increase in K; between
NT and LT is a factor of 6 increase, less than an order of magnitude.

Larger differences are found between WT and NT. The sum total differ-
ence in mean stratification AdT /dz"TN") is an order of magnitude
larger than LT and NT at —0.1°C m™! (Figure 9c). Most of the water col-
umn experiences this reduction in stratification, although reduced strat-
ification is pronounced within the nearshore thermocline. Near the bed,
the water column is actually more stratified in WT compared to NT.
Larger differences are also found between K;™T and K;™T (Figure
9d). Up to a factor of 20 increase in Ky is found in the middle of the
water column extending across the shelf from the 80 m isobath toward
shore. There are also increases in Kt relative to Kt(NT near the sur-
face. However, at the surface and nearest to the bed, differences with
NT are small and in fact decreases in near-bed diffusivity are found
where the WT model is more stratified. In the three-dimensional SMB
simulations, differences between K+ or K+t" and K;yNT near the
sea bed (within &~ 10 m) and the sea surface (within ~ 5 m) are small,
and indicate that turbulence near these boundaries in the NT simula-
tion is not substantially modified by the addition of either barotropic or
baroclinic tides (Figures 9b and 9d). In this case, near-boundary turbu-
lence must be dominated by shear production due to processes in the
NT simulation, also present in LT and WT simulations, such as wind-
driven surface layer and low-frequency geostrophic flow.

3.3. Idealized Barotropic and Baroclinic Models

The large differences in stratification and vertical eddy diffusivity
between the WT and NT simulations (Figures 9a and 9¢) and the anal-
ogous small differences between the LT and NT simulations (Figures
9b and 9d) suggest that the enhanced mixing of the dissipating baro-
clinic tides significantly modifies the mean temperature and stratifica-
tion distribution on the shelf. However, many baroclinic and
barotropic tidal constituents are present in the WT simulation and all
three SMB simulations have complex, three-dimensional coastal circu-
lation with surface and large-scale boundary forcing. Thus, the precise

mechanism reducing stratification is uncertain. The barotropic and baroclinic tidal effects in enhancing ver-
tical mixing and reducing stratification are isolated with two idealized simulations with single-constituent
barotropic (BT) and baroclinic (BC) tidal forcing only (section 2.2). The effect of barotropic and baroclinic
tides is quantified with the difference of the tidally-averaged end temperature (equation (4)) from the con-
stant stratification (Figure 4b) initial temperature T, —To.

The ending temperature in the BT model TéBT) is similar to the initial temperature with small \Te(BT) —To| < 0.2 °C
(Figure 10a). This implies that barotropic flow advects mean density across the slope, only slightly cools
(warms) the surface (bottom) waters relative to initial temperature Ty, and weakly reduces stratification. At the
end of the simulation, tidally-averaged BT model diffusivity is mostly weak except near-bed where a 10 m
thick shear-driven bottom boundary layer is formed with K(TBT) > 1073m? s~ . In addition, at 12 km offshore a
small patch of elevated K(TBT) is detached from the boundary layer. These results are comparable to the small
change in temperature AT " (Figure 7b) and weak increase in K7™ is found relative to Kr(N" (Figure 9b).

In the idealized BC simulation, the ending temperature

Te(BQ structure is much different with stronger cool-

ing (warming) of surface (bottom) waters relative to initial temperature Ty compared to TéBT)(Figure 10b).

These results are qualitatively similar to AT
), they are similarly concentrated in water depths shallower than 100 m (Fig-

somewhat larger than ATV

WI-NT) Although the temperature change here |T§BC)7T0| is

ure 10c). In contrast to the enhanced BT turbulence confined near the bottom, the BC simulation has ele-
vated K(TBC) of 1073 m? s~ throughout much of the water column (Figure 10d).
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Figure 8. Analysis period averages on a cross-shore and depth transect (x, 2) at latitude 35.0°N: (left: a, ¢, e) The vertical
temperature gradient dT/dz (top to bottom, NT, LT, WT). (right: b, d, f) model-derived vertical temperature diffusivity Kr
(top to bottom, NT, LT, WT). In right plots, blue line indicates the outer edge of the inner shelf defined as the region where
surface and bottom boundary layers begin to overlap (see text section 3.2 and 4.2).

Temperature output between the 10 and 80 m isobaths from BT and BC models are used to estimate the
rate of shelf stratification reduction in the idealized models due to separate barotropic and baroclinic tides.
The BC rate (—2x1073°C m~'d™") is approximately an order of magnitude faster than the BT rate
(—3%x107%°C m~'d™"). Although a similar analysis to separate baroclinic from barotropic tides cannot be
done with the SMB simulations, an estimate is done by comparing typical values of AdT /dz™"NT) and AdT
/dzWT=NT) from their spatial root-mean-square (x, z) as above (section 3.2, Figures 9a and 9c). These result
in rms (AdT /dz™"ND) = 0.01°C m~" and rms (AdT /dz"T~NT)) = 0.03°C m~', respectively. Over the 10 day
analysis period the WT rate is —3X1073°C m~'d "' and the LT rate is —1x1073°C m~"d"', about 1/3 the
rate of the WT reduction. Even with these simplifications, the results reaffirm the role of baroclinic tides in
reducing mean stratification in both ID and SMB shelf simulations.

4, Discussion

4.1. Barotropic and Baroclinic Tidally-Induced Stratification Changes Relative to Natural Variability

Approximately 70% of the energy input to global baroclinic tides dissipates in the ocean interior, acting to
maintain abyssal stratification that is important for the meridional overturning circulation (e.g., Munk &
Wunsch, 1998; Waterhouse et al., 2014). About 10% of this power dissipates on the continental shelf (Kelly
et al, 2013a). However, given that the coastal ocean accounts for approximately 10% of the total ocean
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Figure 9. Analysis period average differences on a cross-shore and depth transect (x, z) at latitude 35.0°N. (left column: a,
) Temperature stratification difference between the (a) LT and NT dT /dz"™N"), and (c) WT and NT dT /dz"™~N") simula-

tions. (right column: b, d) Mean vertical diffusivity Kr ratio between (b) LT and NT K7 /K7 (NT), and (d) WT and NT
R 1) /R (N1

area and less than 1% of the total ocean volume, the effect of dissipating baroclinic tides is expected to be
large on the continental shelf.

Here, the significance of barotropic and baroclinic tidal induced stratification changes (AdT /dz:™"ND) and
AdT /dzWT=NT)) are compared to the observed climatological seasonal cycle and variability of temperature

®) K(TBT) it

i (a) TPV — T,

#

@K @’ s™)

16 14 12 10 8 6 B 16 14 12 10 8 6 4+
Distance offshore (km) Distance offshore (km)

Figure 10. Idealized model (ID) results from (top) barotropic (BT) and (bottom) baroclinic (BC) simulations. (left: a, ¢) The
tidally-averaged temperature after (a) 10 days of simulation TéBT) and (c) Te(Bc) less initial temperature Ty. (right: b, d)
Tidally-averaged diffusivity Kr after 10 days of (b) barotropic and (c) baroclinic simulations.
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0.12 - s SMB 100 m
—— PISCO 15 m

ay——t——————— stratification at the SMB (100 m water depth) and PISCO (15 m water
depth) moorings (black and white circles—Figure 1). The SMB moor-

0.1 4 B rms(AdT /dTNT)) L ing monthly stratification climatology is constructed over an 8 year

I s (AAT /a2 period from 1994 to 2001 using the vertical temperature gradient from

dT/dz(°Cm™")
(=]
3

temperature measurements between 5 and 45 m depth. The PISCO
stratification climatology is constructed over a 16 year period from
2000 to 2015 using the vertical temperature gradient from temperature

r measurements between 4 and 15 m depth. All temperature observa-
| tions are subtidally filtered to remove baroclinic tidal fluctuations, then
mean and standard deviations of temperature stratification are calcu-

Figure 11. Climatological monthly-averaged vertical temperature gradient at

1 lated for each calendar month (blue and black lines and shading in Fig-
I A S OND ure 11). From the NT, LT, and WT simulations, a measure of shelf-wide
AdT /dz is calculated from spatial (x,.2) root-mean-square as in section
32 and 33. The rms(AdT/dz™™NT)) and rms(AdT /dzWT=NT)) are

the SMB mooring in 100 m water depth (cyan) and the PISCO mooring in 15m  shown as green and red vertical lines (Figure 11).

water depth (black). For SMB (PISCO), solid lines are an average over 8 (16)
years of observations, with shading as standard deviation (see Figure 1 for

The shape and strength of the seasonal cycle at both SMB and PISCO

mooring locations). The height of the hatched green (solid red) line is the spatial ~ Moorings are similar. Temperature stratification is weak (< 0.02°C m™")
root-mean-square temperature gradient difference between simulations LT-NT in the winter months of January and February, rising slowly through

(WT-NT) at the 35.0°N cross-shore transect (Figure 9). spring to reach a maximum of 0.065°C m~" (0.08°C m~') at SMB

(PISCO) during the late summer, and quickly declining in Fall to their
annual minimum value (e.g, Cudaback et al., 2005). The standard deviation of the monthly means (shading,
Figure 11) is roughly 0.02 °C m™" at both locations and largest during the summer upwelling season (about
0.03°C m™"). Adding barotropic tides (LT) has a relatively small effect on model subtidal stratification with
rms(AdT /dz(T"NT)) =0.01°C m™" (Figure 11). In contrast, the effect of both barotropic and baroclinic tides
(WT) induces subtidal stratification differences with rms(AdT /dzWT=NT)) =0.03°C m~"' that are as large as the
monthly mean variability, and almost as large as the seasonal cycle of stratification. Thus, to achieve seasonally
varying realistic stratification, coastal simulations must consider the effect of barotropic and baroclinic tides.
Furthermore, these results suggest that tidal considerations are important in all shelf regions with a remotely
incident baroclinic tide.

4.2, Barotropic and Baroclinic Tidal Effects on the Width of the Inner Shelf

The inner shelf has been dynamically defined as the region where subtidal turbulent surface and bottom
boundary layers overlap (e.g., Lentz & Fewings, 2012). In a realistic numerical model, a diagnostic of whether
a region is on the inner shelf can have implications for coastal biology. On the inner shelf, vertical mixing of
momentum and tracers, such as nutrients or planktonic larvae, between the surface and bottom is more
efficient compared to the midshelf (Lentz & Fewings, 2012). Unlike on the mid and outer shelf, the along-
shelf wind is not the primary driver of subtidal cross-shelf exchange in this region, and other processes such
as cross-shelf winds (e.g., Fewings et al., 2008), along-shore convergences (e.g., Tilburg & Garvine, 2003),
and surface gravity waves (e.g., Lentz et al, 2008) are more relevant. Previous studies have found that
organism larvae on the inner shelf are more likely to remain in the nearshore during periods of upwelling-
favorable wind forcing (Morgan et al., 2009b). An estimate of combined surface and bottom boundary layer
thickness from regional observations finds the 15 m isobath to be dynamically on the inner shelf >50% of
the time on the SMB shelf (Fewings et al., 2015). Delineating the outer edge of the inner shelf in a realistic
stratified coastal simulation is useful to understand what cross-shelf exchange mechanisms are important at
variable water depths or distances from shore.

The addition of barotropic and baroclinic tides significantly affects the location of the outer edge of the
inner shelf. To apply the concept of surface and bottom boundary layer overlap, the inner shelf is defined
within all simulations to be the offshore location where the entire water column is fully turbulent
(Kr > 107*m?s™, see blue lines in Figures 8b, 8d, and 8f). For the NT simulation, over the analysis period
the inner-shelf is about 0.4 km wide and extends to the 7 m isobath (blue line, Figure 8b). For the LT simula-
tion, the inner-shelf width extends slightly deeper to the 11 m isobath located about 1 km from the shore-
line (blue line, Figure 8d). In contrast, for WT the inner-shelf width extends to the 23 m isobath, 2 km from
shore (blue line, Figure 8f). Only the outer edge of the WT inner shelf extends past the 15 m isobath, much
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deeper than either NT or LT. In addition, over the analysis period the
inner shelf in WT is 4 times wider than the NT inner shelf with the
same subtidal atmospheric forcing conditions.

4.3. Barotropic and Baroclinic Tidal Residual Cross-Shore
Circulation

The addition of barotropic and baroclinic tides modifies modeled shelf
subtidal temperature, stratification, and vertical mixing. In addition,

subtidal currents are potentially affected through the generation of
residual flows. The analysis period average east-west velocity U is

examined for differences in flow structure in the approximate cross-
shore direction with the addition of barotropic and baroclinic tides
(Figure 12). Analysis period mean ™" shows strong offshore flow in
the upper 10 m of the water column, consistent with Ekman transport
due to upwelling favorable wind forcing (Figure 12a). Below this layer,
a weak onshore return flow spans the remaining water column in

-100

water depth <70 m. Three-dimensional effects are also apparent as
offshore of 70 m water depth, flow is weakly offshore throughout the

E 501

water column. Differences between LT and NT Az"™NT are minimal
with weak variability (Figure 12b). The ending tidally-averaged cross-
shore flow in the idealized barotropic tide simulation (@E") is also
weak (rms == 0.01 m s~ ') although with a pattern of nearshore surface
divergence balanced by a convergence at depth.

Differences between WT and NT AGMWTND have rms =~ 0.01m s,

c) Ag(WT-NT)

-100 == -
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Distance offshore (km)

Figure 12. Analysis period average cross-shore and depth transect (x, z) at lati-
tude 35.0°N. (a) Average NT east-west flow (u). (b) East-west flow difference
between the LT and NT simulation. (c) East-west flow difference between the
WT and NT simulation. Inset in Figures 12b and 12c are tidally-averaged cross-
shelf flow from idealized (b) BT and (c) BC simulations. Inset axis limits (x, z) are

half of rms(@™") and result in a distinct three-layer structure (Figure
12¢). The offshore surface layer transport in WT is increased relative to
NT, the midwater column has increased onshore flow, while the bot-
tom has a net offshore flow in WT (Figure 12c). This structure is quali-
tatively consistent to the observed ending tidally-averaged cross-
shore flow (@) in the idealized baroclinic tide simulation (see inset
Figure 12c). As the idealized model has no other forcing, this structure

the same as Figure 10.

suggests a mean cross-shore circulation driven by dissipating baro-
clinic tides. The three-layer structure also resembles the observed
time-mean cross-shelf velocity profile in 15 m water depth at this loca-
tion (Fewings et al., 2015). Fewings et al. (2015) interpret the vertical profile as being forced by a combina-
tion of wind and pressure gradient forcing. Dissipating baroclinic tides serve as an alternate explanation for
the three-layer structure of the observed mean cross-shore flow profile, particularly during summer.

4.4. Comparison to Other Studies

Relative to NT, midwater column shelf stratification decreases with the addition of baroclinic (WT), and not
barotropic tides (LT). The importance of remotely shoaling baroclinic tides on increasing mixing, potentially
contrasts with results from the U.S. East Coast, which generally has a much gentler slope than the SMB shelf.
An idealized modeling study found substantial changes to stratification and wind-driven circulation
between 5 and 20 m water depth with the addition of barotropic, not baroclinic tides (Castelao et al., 2010).
In Castelao et al. (2010), stratification and wind forcing were similar to the SMB conditions. However, baro-
tropic tidal currents are weaker on the narrow U.S. West Coast shelf (Battisti & Clarke, 1982). The Castelao
et al. (2010) study used tidal currents between 0.13 and 0.26 m s~ ', almost 3 times as strong as SMB shelf
tidal currents. Castelao et al. (2010) did not include an incident baroclinic tide and, with subcritical bathyme-
try, did not have any baroclinic tide generation within the domain. With similar values of mean stratification,
a subcritical semidiurnal internal tide on the SMB shelf is also subcritical on the more gently sloped East
Coast shelf. In addition, baroclinic tidal energy flux can be significant on the U.S. East Coast relative to the
SMB shelf. For example, shoreward semidiurnal baroclinic energy fluxes on the New England continental
shelf are comparable to the SMB shelf in similar water depths (MacKinnon & Gregg, 2003b). However, with
the same incident semidiurnal energy flux, energy dissipates over a shorter distance on a steep relative to a
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gentle slope. This implies that the baroclinic tidal effects on stratification and mixing are stronger on steep,
yet still subcritical, continental shelves.

5. Summary

The effects of barotropic and baroclinic tides on subtidal stratification and vertical mixing are examined
with high-resolution, three-dimensional ROMS numerical simulations of the Central Californian continental
shelf (from the shoreline to ~ 150 m water depth) adjacent to the Santa Maria Basin (SMB). A base simula-
tion with realistic atmospheric and regional-scale boundary forcing but no tides (NT) is compared to two
simulations with the addition of predominantly barotropic local tides (LT) and with combined barotropic
and remotely generated, baroclinic tides (WT) with =~ 100 W m™~' onshore baroclinic energy flux. Both LT
and WT simulations reproduce barotropic tidal elevations within 10% of tide gauge observations. Only the
WT simulation produces semidiurnal and harmonic peaks as well as high-frequency (< 0.025 cph) energy
levels similar to observations of midwater column temperature and near-surface velocity.

Over a 10 day period of persistent wind-driven coastal upwelling, the domain volume-averaged tempera-
ture is similar in all simulations. During this period, the LT simulation has little difference in subtidal temper-
ature and stratification compared to NT. In contrast, the simulation with both barotropic and baroclinic
tides (WT) is significantly different than NT as the upper 20 m has cooled by 0.25°C and warmed by a similar
amount at depth. The WT vertical temperature redistribution amounts to a 50% reduction in subtidal strati-
fication relative to NT. To isolate barotropic and baroclinic tidal effects on stratification, two idealized ROMS
models are configured to be analogous to the SMB shelf without alongshore variations, surface or subtidal
boundary forcing. The idealized models demonstrate that within a parameter space of typical U.S. West
Coast shelf slopes, barotropic tidal currents, incident energy flux, and stratification, dissipating baroclinic
tides reduce subtidal stratification an order of magnitude faster than the rate due to barotropic tides.

The addition of tides increases the strength of modeled midwater column subtidal vertical mixing. Differ-
ences between LT and NT are relatively small except for spatially intermittent increases in vertical tempera-
ture diffusivity across the shelf at the top of the bottom boundary layer. In WT, modeled vertical
temperature diffusivity at the top (base) of the bottom (surface) boundary layer is increased up to 20 times
relative to NT, thus extending turbulence through the midwater column. Therefore, the width of the inner
shelf (region of boundary layer overlap) in WT extends 2 km from shore, approximately 4 times wider than
the NT inner shelf. Only the WT simulation has an inner shelf that encompasses a water depth of 20 m, a
more realistic extent compared to observational estimates.

The magnitude of reduced stratification in WT is comparable to monthly mean stratification variability and
the magnitude of the observed seasonal cycle of stratification. The role of dissipating baroclinic tides on
shelf stratification is potentially significant on continental shelves worldwide as 10% of the global energy
input to baroclinic tides is dissipated on continental shelves with less than 1% of the world ocean volume.

Appendix A: Boundary Conditions for Idealized Baroclinic Tidal Simulation

Boundary conditions for the idealized baroclinic (BC) simulations include specification for state variables of
horizontal flow, density, and sea level u, v, p,  at the boundary, for all depths and simulation time. The full
horizontal flow u can consist of depth-dependent and depth-independent flow. In the BC case, no forcing is
specified for the depth-independent flow or to sea level 5, and the treatment of outgoing variability is left
to the Flather-Chapman boundary condition as described in section 2.2 (Chapman, 1985; Flather, 1976).

In the idealized two-dimensional configuration, there is no variability in the along-shore coordinate y, and
all other independent variables are specified at the offshore boundary (x=L). For constant stratification the
vertical structure of first mode internal waves is given by cos (nz/h), where h is the water depth. For semidi-
urnal internal waves, temporal dependence in the direction of wave-propagation is given by cos (wwat)
(Gill, 1982).

Including the effect of the earth’s rotation, a description of a first baroclinic mode internal wave can be
written:
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where v/ is the velocity component in the direction of wave propagation, v’ is perpendicular to wave propa-
gation, and p’ is the pressure perturbation associated with the wave. Here, A is the modal velocity ampli-
tude, f the Coriolis frequency, po a reference density 1025 kg m™3, and c is the mode-1 internal wave speed,
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Ignoring salinity effects, the Brunt-Vaisala frequency is related to a depth-uniform temperature gradient
(dT/dz= 0.06°C m™"), N=(goc6T/6)z)1/2, with constant thermal expansion coefficient x=2x10"%°C"". The
initial background temperature profile is horizontally uniform and given by To(z)=T;+dT/dz(z), with sur-
face temperature T,=24°C.

For linear waves, the modal velocity amplitude is related to the depth-integrated energy flux
(EFMZ:_[fh(u’p’)dz) averaged over a semidiurnal wave period ((.>=1/T,\,|2([0T“"2 .dt), by:
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Internal wave temperature fluctuations are found from density fluctuations T'=(p,—p’)/x related to the
pressure perturbation through
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Thus, with equation (A1), all variables are then prescribed at the boundaries:
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