Internal Bore Evolution across the Shelf near Pt. Sal, California, Interpreted as a Gravity Current


a Scripps Institution of Oceanography, University of California, San Diego, La Jolla, California
b Department of Physics and Physical Oceanography, University of North Carolina Wilmington, Wilmington, North Carolina
c Oregon State University, Corvallis, Oregon
d Helmholtz-Zentrum Hereon, Institute of Coastal Research, Geesthacht, Germany
e Applied Physics Laboratory, University of Washington, Seattle, Washington
f Ocean Sciences Division, U.S. Naval Research Laboratory, Stennis Space Center, Mississippi

Manuscript received 4 May 2021, in final form 7 October 2021

ABSTRACT: Off the central California coast near Pt. Sal, a large-amplitude internal bore was observed for 20 h over 10 km cross shore, or 100–10-m water depth (D), and 30 km along coast by remote sensing, 39 in situ moorings, ship surveys, and drifters. The bore is associated with steep isotherm displacements representing a significant fraction of D. Observations were used to estimate bore arrival time \( t_B \), thickness \( h \), and bore and nonbore (ambient) temperature difference \( \Delta T \), leading to reduced gravity \( g' \). Bore speeds \( c \), estimated from mapped \( t_B \), varied from 0.25 to 0.1 m s\(^{-1}\) from \( D = 50 \) to 10 m. The \( h \) varied from 5 to 35 m, generally decreased with \( D \), and varied regionally along isobath. The bore \( \Delta T \) varied from 0.75\(^\circ\) to 2.15\(^\circ\). Bore evolution was interpreted from the perspective of a two-layer gravity current. Gravity current speeds \( U \), estimated from the local bore \( h \) and \( g' \), compared well to observed bore speeds throughout its cross-shore propagation. Linear internal wave speeds based on various stratification estimates result in larger errors. On average bore thickness \( h = D/2 \), with regional variation, suggesting energy saturation. From 50- to 10-m depths, observed bore speeds compared well to saturated gravity current speeds and energetics that depend only on water depth and shelf-wide mean \( g' \). This suggests that this internal bore is the internal wave analog to a saturated surfun zone gravity bore. Along-coast variations in prebore stratification explain variations in bore properties. Near Pt. Sal, bore Doppler shifting by barotropic currents is observed.
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1. Introduction

Across the continental shelf, internal waves display a range of weakly to highly nonlinear behavior as they shoal, break, and dissipate their energy (e.g., Vlasenko and Hutter 2002; Lamb 2014). These internal wave processes are important to the advective transport and vertical mixing of tracers such as plankton, heat, and sediment (e.g., Pineda 1999; Scotti and Pineda 2007; Shroyer et al. 2010b; Boegman and Stastna 2019; Becherer et al. 2021a), emphasizing their importance to coastal ecosystems (e.g., Woodson 2018). In coastal observations (e.g., Shroyer et al. 2011; Walter et al. 2012; Zhang et al. 2015; Colosi et al. 2018, hereafter C2018; McSweeney et al. 2020a, hereafter M2020a; McSweeney et al. 2020b, hereafter M2020b) and numerical models (e.g., Grimshaw et al. 2004; Helfrich and Grimshaw 2008; Aghsaei et al. 2010) internal waves manifest as a variety of features including internal solitary waves (ISW) and large-amplitude internal bores through the transformation of an offshore generated internal tide (e.g., Scotti et al. 2008; Lamb 2014; Boegman and Stastna 2019). These features are collectively referred to as nonlinear internal waves (NLWI).

The distinction between these two NLWI forms is significant. Internal solitary waves (ISW) are often described by weakly nonlinear and dispersive dynamics of Korteweg–de Vries (KdV) theory (e.g., Helfrich and Melville 2006) that requires a small ratio of wave amplitude relative to water depth (\( \ll 1 \)) and similarly small ratio of water depth to wave horizontal scale (e.g., Helfrich and Melville 2006; C2018). In an idealized two-layer fluid where the upper-layer thickness is less (more) than half the water depth, this results in near surface (bottom) waves of depression (elevation). Although theoretical extensions (denoted cKdV) have been derived (e.g., Grimshaw et al. 2004), observations show KdV theory can appropriately describe observed ISW propagation and evolution (e.g., Bourgault and Kelley 2003; Shroyer et al. 2009) with departures from weakly nonlinear theory emerging for large-amplitude waves (e.g., Lamb and Yan 1996). The evolution of ISWs are modified by rotation depending on Rossby number, amplitude, and nondimensional dispersion parameter (e.g., Helfrich and Grimshaw 2008; Coutino and Stastna 2017). In contrast, internal bores on the shelf have large-amplitude (isopycnal displacements a significant fraction of the water depth), strong horizontal density gradients, and widths an order of magnitude or more longer than bore amplitude in
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observations (e.g., Scotti et al. 2008; Walter et al. 2012; C2018; Sinnett et al. 2018; M2020a) and in models (e.g., Stastna and Peltier 2005; White and Helfrich 2014), indicating nonlinear nondispersive dynamics (Helfrich and Melville 2006). For dissipative model solutions, an open ocean (3000-m depth) ISW transforms upon shoaling onto a shelf (80-m depth) with a leading edge resembling a bottom cold bore (Lamb and Warn-Varnas 2015). Submesoscale horizontal density gradients can sharpen through frontogenesis and release surface bores that propagate as strongly nonlinear gravity currents in observations (Warner et al. 2018) and models (Pham and Sarkar 2018). The cross-shore evolution of an internal tidal bore may also be consistent with a gravity current.

NLIW properties such as speed, amplitude, and water column stratification are important in determining regions of energy flux convergence or divergence (e.g., Shroyer et al. 2010b; C2018) and elevated locations of shelf dissipation and mixing (e.g., MacKinnon and Gregg 2003; Becherer et al. 2021a). In coastal regions, NLIW properties of speed and direction have been extensively studied and depend on factors such as water depth, background stratification, current shear, and wave amplitude. Due to a clear surface signature, NLIWs can be measured from remote sensing with satellite, ship- or shore-based radar (e.g., Kropfl et al. 1999; Ramos et al. 2009; Celona et al. 2021), or video imagery (e.g., Pawlowicz 2003; Bourgault and Kelley 2003; Suanda et al. 2014). With a distinct arrival signature (rapid density change) in the water column interior, in situ estimates can be derived using plane wave fits to mooring arrays (e.g., Thomas et al. 2016; C2018; M2020a). Several studies combine simultaneous platforms to derive NLIW speed, direction, and amplitude following their propagation (e.g., Liu et al. 2004; Moum et al. 2007; Shroyer et al. 2010a; M2020b; Haney et al. 2021). Observed NLIWs propagate predominantly in the cross-shore direction, and NLIW studies largely focus on their cross-shore transformation. However, alongshore inhomogeneities can also be significant. For example, wave-front curvature of NLIWs in Massachusetts Bay was inferred to be due to Doppler shifting from spatially nonuniform barotropic tidal currents (da Silva and Helfrich 2008; Thomas et al. 2016), and the alongshore variation in internal bore-related kinetic energy was associated with a coastal headland (M2020b).

The shoreward evolution of nonlinear internal waves was a scientific focus of the fall (September–October) 2017 Inner-Shelf Dynamics Experiment (ISDE, see section 2), conducted off Pt. Sal, California (CA; Kumar et al. 2021). NLIW transformation across the shelf, alongshore variations in energy and phase, and effects on stratification have been investigated (C2018; Feddersen et al. 2020; Kumar et al. 2019; M2020a; M2020b; Becherer et al. 2021a; Haney et al. 2021). These observational studies focus on both statistical analyses of events over an experiment (C2018; M2020a; M2020b; Feddersen et al. 2020; Becherer et al. 2020, 2021a), as well as in-depth analyses of individual bore evolution centered on the well-stratified, mid-shelf region. NLIW trans-

In a June–July 2015 pilot experiment to the 2017 ISDE, C2018 classified ISW and internal bores. In 50–30-m depths, observed internal bores had widths > 1 km and amplitude to water depth ratios ranging from 0.2 < δ < 0.5. M2020a tracked a single 2017 ISDE observed internal bore from 50- to 25-m depth with 0.41 < δ < 0.48 (Table 3 in M2020a). In C2018, on average internal bores contained an order of magnitude more energy than ISWs, which had smaller amplitudes (0.06 < δ < 0.25) and smaller (~100 m) widths. Thus, strongly nonlinear internal bores dominate the energetics of NLIWs in this location. In this region, M2020b observed coherent bores over 30 km in the alongshore with the alongshore bore coherence decreasing as bores propagated into shallow water.

Internal bore propagation speed c and its dependencies, such as background stratification, have also been investigated. In C2018, the observed internal bore propagation speed c varied from 0.10 to 0.35 m s⁻¹ in 40-m depth. C2018 showed that a subtidally averaged stratification-based linear mode-1 speed c₀, with KdV-based amplitude adjustment (see section 5a), better reproduced the observed c for slower internal bores than for internal bores with faster propagation speeds. Over approximately 3 months of observations and ~100 bores, linear wave speeds c₀ based on time-averaged sorted stratification, compared reasonably well to observed c in 40–50-m depths, with the time-dependent c generally following low-frequency (subtidal) c₀ as stratification varied (M2020a). These results suggest linear or weakly nonlinear wave propagation. In M2020a, c was generally slower than linear nonrotating phase speed offshore of 32-m depths, and did not decrease as rapidly in shallower water depth D as would be predicted by linear speeds derived from stratification. Despite the general consistency between bore and linear wave speeds in 40–50-m depth, Eulerian ADCP velocities (u₀) associated with the bore were similar to the bore speed c (M2020a; M2020b; Haney et al. 2021) suggesting strong nonlinearity. Note that large u₀/c ratios approaching 1, as with modeled trapped-core, strongly nonlinear solitary waves (Lamb and Wilkie 2004; Stastna and Peltier 2005), or shoaling and dissipating shelf bottom cold bores (Lamb and Warn-Varnas 2015), are not consistent with weakly nonlinear theories (KdV and eKdV).

The cross-shelf evolution of ISWs and internal bore energetics have been previously studied statistically in ~100-m depth at Pt. Sal (C2018; M2020b; Becherer et al. 2021a; Becherer et al. 2021b, hereafter B2021b), as well as other locations including the New Jersey shelf (Shroyer et al. 2010a) and the South China Sea (Duda and Rainville 2008; St. Laurent 2008). In these studies, the average energy, energy flux, and dissipation all decrease in shallower water. In analogy to the energetics and dissipation of surfzone surface gravity wave bores, B2021b developed a framework to understand how NLIW energetics depend on water depth, stratification, and incident energy flux suggesting that the inner shelf is the internal-surfzone. B2021b showed that over the inner shelf, the average evolution of NLIW was in a state of energy saturation, defined as when NLIW amplitude (and depth-integrated available potential energy) is depth limited.
Gravity currents have been considered in various settings for which the complexities approach field conditions. For instance, the effects of gravity current propagation into a stratified fluid (e.g., Ungarish 2006; White and Helfrich 2008), or two-layer surface gravity currents propagating up a sloping bottom (e.g., Sutherland et al. 2013) have been investigated. For gravity currents propagating into a stratified ambient in the laboratory (Maxworthy et al. 2002), observed river plume (Nash et al. 2009), or modeled (White and Helfrich 2008) all indicate that as a gravity current front slows so that $U < c_0$, internal waves can be radiated from the front potentially inducing energy loss to the gravity current. Consistent with these concepts, (Haney et al. 2021) observed an onshore propagating internal bore during the ISDE IOP1 that split into a forward-propagating internal wave and slower warm surface bolus propagating as a gravity current that dissipated rapidly. Gravity currents under the effect of rotation, particularly flowing along boundaries, have been extensively investigated (e.g., Griffiths 1986; Lentz and Helfrich 2002). Numerically modeled lock-release gravity currents with rotation and periodic alongfront boundary conditions show that gravity currents eventually geostrophically adjust over many inertial periods (Salinas et al. 2019).

In this manuscript, we study in detail the propagation of a single warm internal bore across the inner shelf near Pt. Sal, CA, during the mid-October IOP2. This internal bore is tracked for $\sim 20$ h across 10 km of cross-shelf propagation and is observed over a 30-km extent in the alongshore. A variety of in situ and remote sensing platforms are used to observe the bore and derive bore parameters such as speed, reduced gravity, and thickness as the bore evolves across the shelf. We add to previous detailed NLIW observations from the highly stratified mid-September IOP1 (e.g., M2020b; Becherer et al. 2020; Celona et al. 2021; Haney et al. 2021) by considering this bore during the mid-October second IOP2 with reduced stratification yet large offshore semidiurnal kinetic energy (e.g., M2020b). We apply two-layer gravity current ideas to this internal bore and explore 1) whether this particular bore propagates with speeds consistent with a two-layer gravity current formulation, 2) what gravity current ideas imply for the bore energetics, and 3) what a gravity current interpretation suggests for the bore’s dynamics. Instrumentation that observed the bore is introduced in section 2. The methods to estimate bore arrival times from these instruments and bore properties such as speed, reduced gravity, and thickness are explained in section 3. Bore arrival times, bore speed, reduced gravity, and bore thickness are presented in sections 4a–4c, respectively. The relationship between bore speeds and gravity current speeds is explored in section 4d and bore energetics are presented in section 4e. Results are contextualized in light of previous work associating internal bore speed to stratification metrics (section 5a), limitations of the gravity current framework are discussed (section 5b), regional variations in the results are explored (section 5c), and the effect of barotropic velocities investigated (section 5d). The work is summarized in section 6.

2. Data

The Inner-Shelf Dynamics Experiment was conducted in the coastal waters near Pt. Sal, CA, during September and October of 2017 (Kumar et al. 2021). Moorings, ship, and drifter-based in situ sampling, as well as satellite, airborne, and shore- and ship-based remote sensing, were used to investigate inner-shelf hydrodynamics in the vicinity of a coastal headland. We focus on an internal bore that was observed by many platforms on 10 October 2017. We use a subset of the total observations,
including temperature moorings (yellow and cyan dots in Fig. 1), temperature sections from ship surveys (red lines/curves in Figs. 1b,c), GPS-tracked drifters (blue curves Figs. 1b,c), SAR (synthetic aperture radar) images (e.g., background image in Fig. 1a), and visible imagery (Figs. 1b,c). Unfortunately, due to the light winds on this day (peak winds were 6 m s\(^{-1}\) and mean winds were 3.1 m s\(^{-1}\) for 0000–2400 UTC 10 October 2017), the internal bore was not well detected by ISDE shore based radars, precluding them from this analysis. These light winds coincided with the beginning of a relaxation event where the low-frequency along coast winds that were from the north weakened, causing subtidal ocean currents to switch from southward to northward (e.g., Melton et al. 2009; Suanda et al. 2016; Feddersen et al. 2020; McSweeney et al. 2021). Throughout, local eastings \(x\) and northings \(y\) are the UTM projection with the origin placed at the tip of Pt. Sal: (34.90304°N, 120.67207°W). Analysis will focus on three regions: Oceano, the region north of Pt. Sal and south of Pismo Beach (7.5 < \(y\) < 15 km); Pt. Sal (−2 < \(y\) < 7.5 km, green), and Vandenberg (−15 < \(y\) < −2 km, red). The origin of the local coordinate system \((x, y)\) is the tip of Pt. Sal (34.90304°N, 120.67207°W). In (a), the outline rectangle indicates the axis limits of (b), and similarly for (b) and (c).

**a. Moorings and ship surveys**

An array of 90 thermistor moorings were deployed near Pt. Sal, CA (red, yellow, and cyan dots Fig. 1), from 1 September 2017 through 19 October 2017 in water depths from ~10 to 100 m. Each temperature mooring consisted of multiple thermistors with 0.5–8-m vertical spacing (shallow moorings had higher vertical resolution) sampling at 0.5 or 1 Hz and a near bed \(z = −d\) pressure sensor. Here, \(z\) is the vertical coordinate with \(z = 0\) the mean sea surface, \(d\) is the depth, and \(ξ(t)\) is the time \((t)\)-dependent tidal sea surface elevation. The total water depth is then \(D = d + ξ\). Temperatures are linearly interpolated between thermistors and linearly extrapolated to the surface \((z = ξ)\) and bottom \((z = −d)\). This results in 1-m vertically gridded temperatures spanning the entire water...
depth $D(x, y, t)$. Temperatures are low-pass filtered in time $t$ (using a Gaussian filter with a 17.5-min e-folding time) and then sampled at 10-min intervals. This filtering removes very high-frequency internal waves such as the ISW with 6–9-min duration observed by C2018. The filtered and gridded temperature at each mooring is denoted $T(t, z)$. The isotherm vertical location associated with temperature $T$ is denoted $\eta(t, T)$. Here we focus on thermistor moorings within 15 km of Pt. Sal ($|y| \leq 15$ km) and in water depths $d > 10$ m where the surface bore signatures are well detected. This leaves 59 moorings for analysis (yellow and cyan dots in Fig. 1). Temperature sections from ship surveys performed between 1600 and 2100 UTC 10 October 2017 by three vessels (R/V Sally Ann, R/V Sounder, and R/V Oceanus, red curves Figs. 1b,c) are also used in the analysis. Temperature sections were obtained from towyoing CTDs whose data were vertically gridded to 0.1–0.5-m resolution and temporally gridded to 0.75–2-min intervals (approximately the time between casts). The horizontal spatial resolution depends on the vessel. During ship surveys, vessel speeds were on average $\sim 0.92$ m s$^{-1}$ yielding approximately 100-m spatial resolution (approximately the distance between CTD casts).

b. SAR and visible images

The 10 October bore was identified in SAR and visible imagery. Two SAR images are used in the analysis: one obtained from satellite (TerraSAR-X at 1815 UTC, Fig. 1a) and one obtained from an airplane mounted system (2034 UTC) called the Compact Airborne System for Imaging the Environment (CASIE; Farquharson et al. 2014; Shi et al. 2017). In SAR images, the bore is readily identified in the backscatter intensity as regions of increased roughness (brighter intensity near pink arrows in Fig. 1a) due to a modulation of the surface roughness via hydrodynamic wave–current interaction (Alpers 1985). This bore front is qualitatively consistent with that observed by X-band radar on 17 September (M2020b). The satellite SAR image has an initial 3-m unfiltered resolution but was processed to a pixel size of 10 m $\times$ 10 m with reduced speckle noise for the analyses performed in this work. The aircraft based SAR image measures backscatter intensity at 1-m resolution with a dual-beam C-band ATI-SAR (along-track interferometric) radar.

Internal bores can be apparent in visible imagery for several reasons, including optical properties differences (e.g., color and turbidity) and the collection of bright foam at regions of converging surface currents, along with enhanced roughness and microbreaking as waves steepen in those zones. The surface front of the bore was identified in three visible images taken at 1814 (Fig. 1b), 1838, and 2330 UTC (Fig. 1c). The visible images at 1814 and 1838 UTC were taken from the CASIE system and have 5 m resolution. The visible image at 2330 UTC was taken with a DSLR camera through the plane window and georectified in Google Earth Pro matching coastline features resulting in an image resolution of $\sim 6.3$ m. Bright foam at the bore front is clearly visible in this image (pink arrows, Fig. 1c).

c. Drifters

There were 26 surface (top 1 m) following GPS-equipped CODE drifters (Davis 1985) deployed for $\sim 6$ h on 10 October 2017 (blue trajectories Figs. 1b,c), and they are used to track the bore front location. Drifter positions are obtained from SPOT GPS receivers that sample every 2.5 min. Gaps are filled with interpolation and the raw positions are then filtered to 15-min resolution with an accuracy of $\sim 4$ m, see Spydell et al. (2021) for details.

3. Methods

a. Moored temperature bore observations

The internal warm bore analyzed here propagated through the mooring array on 10 October 2017 as is evident in the moored temperatures $T(t, z)$ (Figs. 2a–c, note the changing times on the x-axis). The bore first arrived at the 100-m mooring (most offshore dot in Fig. 1a) at approximately 0850 UTC, arrived at the 50-m mooring off Pt. Sal (indicated by a square in Fig. 1a) just before 1400 UTC (Fig. 2a), and later arrived at shallower water moorings (Figs. 2b–e). The warm bore ($T > 15^\circ$C) is associated with rapidly descending isotherms (white and black contours). At the 50- and 40-m moorings directly west of Pt. Sal, the bore dropped the surface isotherm (black contour) approximately 1/2 the water depth in $\sim 30$ min (Figs. 2a,b). Isotherm displacements for other bores in this area are also 1/2 the water depth (C2018; M2020a; Becherer et al. 2021a). At a 30-m Vandenberg mooring, the surface isotherm dropped rapidly, but not as deeply as off of Pt. Sal (Figs. 2a–e). At two moorings onshore of the 40-m mooring in the Pt. Sal region, the surface isotherms did not drop as rapidly, but the overall drop depth was also $\sim 1/2$ the water depth (Figs. 2d,e). At a few moorings (cyan dots Fig. 1), the bore was not obvious. For example, at an 18-m Oceanmooring, surface isotherms did not drop substantially and the bore was not detected (see Fig. 2f).

b. Mooring and ship survey bore arrival times

An automated method was developed to find the bore arrival time $t_B$ from the filtered and gridded $T(t, z)$ at each mooring (e.g., Fig. 2) that is similar to M2020a. The method searches for the bore arrival within a 10-h window centered on the estimated arrival time. North of Pt. Sal, the estimated arrival time assumes an initial bore speed guess of 0.17 m s$^{-1}$ propagating $15^\circ$ north of east (based on remote sensing of the bore, Fig. 1) passing the 40-m mooring near Pt. Sal (triangle Fig. 1a) at 1605 UTC (Fig. 2b). South of Pt. Sal, the bore is assumed to propagate directly east as the satellite image indicates that the bore is more north–south oriented here. For this particular bore, a 10-h window ensures that bores before and after this bore are not incorrectly identified. Although bores in this region can separated by $\leq 10$ h, the average time between bores is $\approx 8$ h in depths 50 m or less (M2020a), thus a 10-h window does not result in overlap with earlier or later bores. Within this 10-h window, the isotherms $T$ that were at the surface anytime within this window are tracked. Specifically, isotherm depths $\eta(t, T)$ are tracked for surface temperatures $T$ that span from min[$T(t, \zeta(t))]$ to max[$T(t, \zeta(t))]$ at 0.05°C resolution over the 10-h window centered on the estimated arrival time. Isotherms descend rapidly upon bore arrival resulting in $d\eta/dt < 0$. Similar to M2020a, the surface isotherm
T with the most negative $d\eta/dt$ that is at the surface within 1.5 h of the time of the most negative $d\eta/dt$ is defined as the bore isotherm with temperature $T_B$ and bore isotherm depth $\eta_B$ (bold isotherm in Fig. 2). The time of fastest bore isotherm descent (minimum $d\eta/dt$) is the bore arrival time $t_B$ (thin vertical black line Fig. 2). This steep isotherm descent finder is also analogous to the matched filter approach of C2018. These arrival times $t_B$ are very similar to the $t_B$ inferred using the method in M2020a. This isotherm separates warm bore water from cool prebore or ambient water and ranged from,
(excluding the 100-m mooring) 14.0°C at 40-m depth in the Pt. Sal region to 15.3°C at the shallowest moorings.

Bore arrival times are also found from 16 ship based temperature cross-shore (x) transects (red tracks Figs. 1b,c). As the temperature increases rapidly offshore at the bore front, the bore arrival time \( t_B \) from transects \( T(x, z) \) is the time the ship was at the location of the minimum \( dT/dx \) of the 8-m depth temperature. This method was used rather than tracking isotherm depths as only the bore arrival time is determined from ship transects whereas bore arrival time and other bore properties (section 3e) are determined from moorings. The arrival location error is approximately the resolution, or 100 m in the x direction as ship transects were nearly shore normal.

c. Bore arrival time from images

The bore location from SAR and visible images is obtained by manually marking the location of the bore indicator described below. These locations are then tagged with the time that the image was taken to obtain position-dependent arrival times. Although various algorithms can determine front locations from images (e.g., Simonin et al. 2009), as there are only five images here obtained from four different sources, the bore location was determined manually. For the satellite SAR, the bore indicator is the high streak of backscatter intensity (indicated by arrows in Fig. 1a). For the visible image in Fig. 1b, the bore separates a light intensity region (shoreward of the bore front) from a dark region (seaward of the bore front). For the visible image in Fig. 1c, the bore location is indicated by the obvious white foam streak angled approximately 15° clockwise from north.

For the satellite SAR image (Fig. 1a), the bore location is obtained every 100 m between 34.74° and 34.05°N along the high backscatter intensity ridge (for instance, near 34.95°N). For most of the domain (34.74°–34.05°N), the ridge of high backscatter intensity is clear, however, in some locations the ridge it is not as obvious. In locations where the ridge is sharp the bore location is accurate to the resolution (±10 m). In other locations, it is less accurate (±50 m) as the ridge is diffuse. As such, overall we estimate the bore location accuracy from the satellite SAR image to be approximately 50 m. For the CASIE SAR image, the bore location is found similarly, has similar accuracy (50 m) and is sampled every 50 m along the bore front. The bore location from the three visible images is found similarly, has similar (50 m) accuracy, and is sampled every 50 m along the bore front.

d. Bore arrival time from drifters

Drifters are used to mark the leading edge of the bore. All drifters initially move offshore before encountering the bore (Fig. 1b). The encounter is marked by large positive (onshore) drifter accelerations (drifter trajectory kinks in Fig. 1b). After encountering the bore, drifters propagate shoreward with drifters marking the bore location as drifters were observed to be in the narrow bore front region associated strong convergence that collects surface foam. For drifters that have encountered the bore, connecting drifter positions at a given time (e.g., connecting the x marks in Fig. 1c) approximates the continuous bore position. The bore position is obtained every 15 min between 1715 and 2130 UTC for drifters that have encountered the bore. Due to the initial cross- and alongshore distribution of drifters, the number of drifters that mark the bore location ranges from 2 to 26 depending on time.

e. Bore properties

Although stratification is continuous in the ISDE study (e.g., Fig. 2), we approximate the flow as a two-layer system so that classic two-layer gravity current scalings (1) can be applied which depend on the reduced gravity \( g' \), and the gravity current upper-layer, or bore, thickness \( h \). These parameters are estimated at each mooring, except the 100-m depth mooring, using the bore isotherm \( T_B \) and the bore isotherm depth \( h_B \) associated with the mooring bore arrival time \( t_B \). We exclude the 100-m mooring as at this depth this event was not yet a fully developed bore, consistent with B2021b for which bores typically saturate in \( D \approx 80 \) m in this region. Accurately estimating bore thickness \( h \) is difficult in a laboratory setting Shin et al. (2004) and is made challenging here by other geophysical processes (e.g., wind driven surface mixing, diurnal surface heating and cooling) also present. We estimate the bore thickness \( h \) from the deepest bore isotherm depth \( h_B \) within 1.5 h of bore arrival, or \( h = \xi(t) - \min[\eta_B(t)] \) for \( t_B \leq t \leq t_B + 1.5 \) h. The estimated bore thickness \( h \) is indicated with white arrows in Figs. 2a–g. Limiting the window to 1.5 h of bore arrival ensures that \( h \) is associated with the bore, because at some moorings \( \eta_B(t) \) slowly decreases in time, many hours after bore arrival (e.g., see Fig. 2b). Limiting to 1.5 h of bore arrival may lead to biased small bore thickness. For example, \( \min \eta_B(t) \) is after \( t_B + 1.5 \) h in Figs. 2b and 2d, and may introduce error into the estimate of \( h \).

The temperature difference \( \Delta T \) between bore (upper layer) and nonbore (lower layer) water is found from \( T(t, z) \) using the bore isotherm \( T_B \). The temperature of nonbore (lower layer) water \( T_2 \) is the depth-averaged \( T(t, z) \) below \( h_B \) to the bottom and averaged in time over a 3-h window centered on \( t_B \). Thus, \( T_2 \) is the mean of all \( T(t, z) \) between the vertical dashed black lines and below the thick black curve in Fig. 2 as schematicized in Fig. 2g. The bore temperature \( T_1 \) is the depth-averaged \( T(t, z) \) above \( h_B \) to the surface \( (\xi) \) and averaged in time over a 3-h window centered on \( t_B \). Thus, \( T_1 \) is the mean between the vertical dashed black lines and above the thick black curve in Figs. 2a–f, as schematicized in Fig. 2g. The temperature difference between bore and nonbore water is \( \Delta T = T_1 - T_2 \).

In the two-layer paradigm, the reduced gravity \( g' \) between bore and nonbore water is defined as

\[
g' = g \alpha \Delta T / \rho_0, \tag{3}
\]

where the thermal expansion coefficient \( \alpha = 0.2115 \) \( \text{kg m}^{-3} \text{C}^{-1} \) and \( \rho_0 = 1025 \text{kg m}^{-3} \). Salinity variations are not included as regional observed density variations are largely due to temperature (M2020a). The thermal expansion coefficient \( \alpha \) used here is based on 34.43 psu, the mean salinity during the ISDE (M2020a), and 14.75°C, the mean bore temperature \( T_B \).

For the bore to be considered to have arrived at a mooring, the bore must be sufficiently strong. The bore is considered weak at a mooring if the temperature change is small (\( \Delta T < 0.5^\circ \text{C} \) or
if the isotherm displacement is small ($h < 5\text{ m}$). Of the 58 moorings within total water depths $>10\text{ m}$ and alongshore distance $|y| < 15\text{ km}$, 4 failed the $\Delta T$ test, 16 failed the $h$ test, and 2 failed both. Thus, at 18 moorings, the bore was not observed. For example, a bore identification failed in Fig. 2f as $h < 5\text{ m}$. These moorings are excluded from the analysis (cyan dots Fig. 1). In total, the bore was identified at 40 moorings (yellow dots Fig. 1) yielding $t_B$, $T_B$, $\Delta T$, and $h$ at these moorings.

Errors in the estimated bore thickness $\sigma_h$ and the temperature difference $\sigma_{\Delta T}$ are estimated assuming that the isotherm $T_B$ used to separate bore and nonbore water may not be chosen correctly. For each mooring, a warmer and colder isotherm $T_B \pm 0.1\text{ C}$ is chosen resulting in a warmer and colder bore thickness ($h_w$ and $h_c$) and temperature difference ($\Delta T_w$ and $\Delta T_c$). We choose $0.1^\circ\text{C}$ as this is the standard deviation of $T_B$ at the six 50-m moorings. The $h_w$ ($h_c$) are smaller (larger) than the $h$ from $T_B$. The error in the bore thickness $h$ is then estimated as $\sigma_h = (h_w - h_c)/2$ (black arrows indicate $\pm 2\sigma_h$ in Fig. 2) and the temperature difference error $\sigma_{\Delta T} = (\Delta T_w - \Delta T_c)/2$ is similarly estimated. The variation $\sigma_{\Delta T}$ depends on stratification details, for example, if isotherms are compressed near $T_B$, then $\sigma_h$ is small and the boundary between bore and ambient is well defined. Conversely, if the isotherms are separated near $T_B$, the larger $\sigma_h$ reflects the uncertainty in choice of $T_B$ and $h$.

f. Mapping of bore arrival and bore velocity

Bore arrival times $t_B$ from all assets (moorings, ship transects, images, and drifters) are mapped ($t_B^\ast$) to a 25-m uniform grid between $-14 \leq x \leq 6\text{ km}$ and $-15 \leq y \leq 15\text{ km}$ using a smoothing spline (e.g., Reinsch 1967) method. This technique has been used in atmospheric (e.g., Wahba and Wendelberger 1980) and oceanographic (e.g., Trossman et al. 2011) applications. The smoothness of the resulting map can be controlled and the technique transitions between interpolation/extrapolation for low data density to regression for large data density. This is useful to this particular dataset where the data density ($t_B$ from moorings) is low away from Pt. Sal but the data density ($t_B$ from images, drifters, and moorings) is high near Pt. Sal. The mapped arrival times $t_B^\ast(x, y)$ are found by minimizing the cost function $\Psi$:

$$\Psi = \frac{1}{N} \| t_B^\ast - R t_B^\ast \|^2 + \lambda^2 t_B^\ast \Omega t_B^\ast ,$$  \hspace{1cm} (4)

with respect to $t_B^\ast$. There are $N$ arrival times $t_B$ from all assets and the matrix $R$ is the regressor matrix using bilinear interpolants. The second term on the RHS of (4) is the penalty term controlling the smoothness. The penalty is the mean squared second derivative over the mapped domain

$$t_B^\ast \Omega t_B^\ast = \frac{1}{L_x L_y} \int_{y_0}^{y_f} \int_{x_0}^{x_f} \left( \frac{\partial^2 t_B^\ast}{\partial x^2} \right)^2 + \left( \frac{\partial^2 t_B^\ast}{\partial y^2} \right)^2 \, dx \, dy ,$$  \hspace{1cm} (5)

with the matrix $\Omega$ based on finite difference estimated second derivatives and integrals estimated as a sum. Smoothness of $t_B^\ast$ is determined by the penalty length scale $\lambda$. We use $\lambda = 700\text{ m}$ corresponding to mapped arrival time second derivatives $(\partial^2 t_B^\ast/\partial x^2)$ of $2 \times 10^{-6}\text{ h m}^{-2}$ penalized equally to 1-h differences measured between and mapped arrival times. For a mean bore speed $v = 0.15\text{ m s}^{-1}$, this is equivalent to penalizing gradients in $c$ larger than approximately $8 \times 10^{-5}\text{ s}^{-1}$. For two moorings separated by 700 m and the same mean bore speed, this is the $dc/dx$ error that arises from 30-min arrival time errors. Thus, penalization is consistent with the approximate accuracy of the arrival times $t_B$ ($\sim 30\text{ min}$). The arrival time map $t_B$ (background colors of Fig. 3) is calculated using the arrival times from 40 moorings, 16 ship transects, 1 SAR satellite image, 1 CASIE SAR image, 3 visible images, and 26 drifters. Note that in Fig. 3, mapped arrival times (background colors), instrument arrival times (colored symbols), and image arrival times (colored lines) are all colored independently so that differences between mapped $t_B$ and observed $t_B$ can be determined. Consistent with the estimated mooring arrival time errors and value of the smoothness parameter $\lambda$ congruent with these errors, the RMS difference between the arrival time map at the mooring locations and mooring arrival times is 30 min. Thus, except for two moorings $<1\text{ km}$ south of Pt. Sal, background colors ($t_B$) and marker colors ($t_B$, colored independently) are nearly identical in Fig. 3 indicating that mapped and observed arrival times are very similar.

Errors in the arrival time map $\sigma_{t_B}$, due to errors from the instrument arrival times, are estimated by Monte Carlo simulation. A total of 400 different arrival time maps are constructed by adding errors to the instrument arrival times (for moorings) or adding error to the arrival time location (images, ship transects, and drifters). The errors are drawn from a Gaussian distribution with standard deviations based on the errors of each instrument: 30 min for moorings, 100 m for ship transects, 50 m for images, and 25 m for drifters. The standard deviation of these 400 different arrival time maps is $\sigma_{t_B}(x, y)$. The error ranges from 1 to 30 min with small errors where there are many instruments (near Pt. Sal, e.g., Fig. 3b) and large errors at moorings on the perimeter of the domain.

Bore speed and direction are estimated from the arrival time map $t_B(x, y)$ (as similarly done in Celona et al. 2021). The direction of bore propagation $\theta$ is up the gradient of $t_B(x, y)$,

$$\theta = \tan^{-1} \left[ \left( \frac{\partial t_B}{\partial x} \right) \left( \frac{\partial t_B}{\partial y} \right) \right] ,$$  \hspace{1cm} (6)

and the bore speed $c$ is the inverse of the arrival time gradient magnitude

$$c(x, y) \equiv \| \nabla t_B^\ast \|^{-1} .$$  \hspace{1cm} (7)

Thus, the bore velocity vector is $c(\cos \theta \mathbf{i} + \sin \theta \mathbf{j})$. Derivatives of $t_B$ are estimated with finite differences on the 25-m grid. Error in the speed map $\sigma_c$ is the standard deviation of the 400 speed maps corresponding to the 400 Monte Carlo simulated arrival time maps. Speed map errors range from 0.001 to 0.028 m s$^{-1}$ and are smallest where there are the most instruments (near Pt. Sal, Fig. 4b) and largest at the where there are few moorings on the perimeter of the domain. As these errors are small compared to the typical speed (approximately 0.15 m s$^{-1}$), the bore speed
map $c$ is not very sensitive to instrument arrival times errors, especially in regions of high data density.

4. Results

a. Bore arrival time

Both mapped ($t_B$) and observed ($t_B$) bore arrival times (Fig. 3) indicate that the bore took approximately 20 h to cross $\approx 15$ km of the shelf (Fig. 3a). The bore arrived at the 100-m mooring at 0850 UTC [blue colored circle at $(x, y) = (210.5, 3.5)$ km in Fig. 3a] and passed the northeastmost mooring $(x, y) = (0, 11)$ km at 2700 UTC, simultaneous with its passage at the mooring southeast of the Pt. Sal tip, $(x, y) = (1, -2)$ km. The satellite SAR image (1417 UTC, black outlined blue/green curve Fig. 3a) indicates that the bore was approximately at the 50-m bathymetry contour in the Vandenberg and Pt. Sal regions $(y < -2$ km, red), Pt. Sal $(2 < y < 7.5$ km, green), and Oceano $(y > 7.5$ km, blue). The origin $(0, 0)$ in both panels is the tip of Pt. Sal (34.90304°N, 120.67207°W).

North of the northern end of the Pt. Sal region and throughout the Oceano region $(y > 7.5$ km), the satellite SAR image indicates that the bore was angled substantially offshore ($\approx 30^\circ$ CCW from north), consistent with the Oceano 50-m mooring arrival times (colored circles Fig. 3a).

In the Pt. Sal region, the bore passed a ship [(x, y) = (-3, 1) km blue triangle Fig. 3b] at approximately 1600 UTC and then encountered the drifter array approximately 1 h later (most offshore blue dashed curves Fig. 3b). In this highly sampled region, bore arrival times are consistent for overlapping observations from different instrumentation. For instance, drifters and CASIE-visible imagery (dashed and solid light blue curves at $x \approx -2$ km in Fig. 3b) show similar bore positions at 1800 UTC. Drifters and CASIE SAR imagery (dashed and solid green curves at $x \approx -1$ km in Fig. 3b) show similar bore positions at 1800 UTC. Imagery and drifters indicate that the bore inshore of $x \approx -1.5$ km displays a kink at $y \approx 0$ km with the normal to the bore, for $y < 0$ km, pointed toward the southeast. Arrival times south of this kink, for instance at the moorings directly south of the Pt. Sal tip, occur...
after moorings north of Pt. Sal with similar \( x \) [moorings near \((-5, 5.5 \text{ km})\)].

b. Bore speed and direction

The bore speed \( c \) (7) and propagation direction \( \theta \) (6) estimated from \( \vartheta_B \) show significant variability over the mapped domain (Fig. 4). Bore speeds range from \( \sim 0.28 \text{ m s}^{-1} \) (at 100 m mooring) to \(<0.1 \text{ m s}^{-1} \) near the shoreline (Fig. 4a). Although \( c \) decreases shoreward, there is significant alongshore variation as seen in other bores studied in the more stratified mid-September IOP1 (M2020b; Celona et al. 2021). Offshore of 50-m depth, speeds are greater to the north (\( \sim 0.28 \text{ m s}^{-1} \)) than to the south (\( \sim 0.2 \text{ m s}^{-1} \)). In the Oceano region (\( y \sim 12 \text{ km} \)), speeds slow to \( \sim 0.15 \text{ m s}^{-1} \) shoreward of the 50-m depth, whereas at the northern end of the Pt. Sal region (\( y \sim 7 \text{ km} \)) high speeds (\( \sim 0.2 \text{ m s}^{-1} \)) extend shoreward of 25-m depths. In the Vandenberg region (\( y < -2 \text{ km} \)), relatively high speeds (\( \sim 0.2 \text{ m s}^{-1} \)) extend to the shoreline. In the Pt. Sal region (Fig. 4b), speeds decrease from \( \sim 0.2 \text{ to } <0.1 \text{ m s}^{-1} \) within approximately 3 km. In the Pt. Sal region, slow speeds (\(<0.1 \text{ m s}^{-1} \)) are found just offshore of the shoreline extending SW off the tip of Pt. Sal. The region of slow speeds south of the Pt. Sal tip coincides with the kinks in the arrival time from drifters and images at \( y = 0 \text{ km} \) (Fig. 3b).

The bore propagation direction \( \theta \) varies over the region from \(-25^\circ \) to \(+30^\circ \) (propagating to the east-southeast–east-northeast, respectively). Throughout most of the domain, except close to Pt. Sal, the bore generally propogates toward the east-northeast. South of \( y = 0 \text{ m} \) the direction is almost due east with \( \theta \approx +10^\circ \), while north of \( y = 0 \text{ the bore propagates significantly to the east-northeast, } \theta \approx +30^\circ \) (Fig. 4a). In the Pt. Sal region, close to shore (within 2 km of the shoreline), the bore directions evolve to be more shore normal such that the bore propagates to the east-southeast and \( \theta = -20^\circ \) (Fig. 4b).

c. Bore statistics

The bore thickness \( h \) (section 3e) generally decreases shoreward (Fig. 5a1). Bore thickness \( h \) ranges from \( >30 \text{ m} \) (south of Pt. Sal on the 50-m isobath) to \( \sim 10 \text{ m} \) at the shallowest moorings closest to shore (Fig. 5a1). Near Pt. Sal (Fig. 5a2), \( h \) noticeably decreases with depth. For all (excluding the 100 m) moorings, \( h \) and \( D \) are linearly related with correlation \( r = 0.73 \). The direct dependence of \( h \) on \( D \) is better...
inferred by the relative bore thickness
\[ \delta = \frac{h}{D} \]
that ranges from near 0 to 0.75 (Fig. 5b1). At five (of six) 50-m moorings, the bore is relatively thick with \( \delta \geq 0.4 \) while at the 50-m Oceano mooring \((x, y) = (-2, 7.5)\) km the bore is relatively thin \( \delta < 0.16 \). Generally, \( \delta \) shows no obvious depth \( D \) dependence further confirming \( h \approx D \). However, the relative thickness \( \delta \) does have regional dependence. For instance, the majority of Pt. Sal region moorings have relatively large \( \delta \) (Fig. 5b2), whereas, \( \delta \) is relatively small in the Oceano region and is more variable in the Vandenberg region.

The bore temperature difference \( \Delta T \) (section 3e) varies from 0.75\(^\circ\)C to 2.15\(^\circ\)C over the region (Fig. 5c1). This corresponds to \( g' \) (3) varying from 0.0015 to 0.0044 m s\(^{-2}\). Like \( h \), \( \Delta T \) also decreases with decreasing depth (Fig. 5c1), especially in the Pt. Sal region (Fig. 5c2). However, the relationship between \( D \) and \( \Delta T \) is weaker than the correlation between \( D \) and \( h \). The \( \Delta T \) have a regional alongshelf gradient with the largest mooring-averaged \( \Delta T = 1.49\(^\circ\)C \) (corresponding to \( g' = 0.0031 \) m s\(^{-2}\)) in the Pt. Sal region. In the Oceano region, the average \( \Delta T = 1.38\(^\circ\)C \) (\( g' = 0.0028 \) m s\(^{-2}\)) is weaker than the Pt. Sal region, and slightly larger than the mean \( \Delta T \) in the Vandenberg region = 1.28\(^\circ\)C (\( g' = 0.0027 \) m s\(^{-2}\)). Thus, \( \Delta T \) generally decreases north and south away from Pt. Sal.

d. Parameterizing bore speed with two-layer gravity current scaling

Two-layer gravity current speeds \( U \), based on Shin et al. (2004), are determined at each mooring from \( h, D, \) and \( \Delta T \) using (1)–(3). Errors in the gravity current speed \( \sigma_U \) are estimated by assuming that \( h \) and \( \Delta T \) are independent Gaussian random variables with standard deviations \( \sigma_h \) and \( \sigma_{\Delta T} \), respectively. The resulting standard deviation of \( U \) is the error \( \sigma_U \). Both the estimated mooring bore speed \( c \) (speed at circles in Fig. 4) and \( U \) vary from \( 0.08 \) to \( 0.25 \) m s\(^{-1}\) (Fig. 6a). The observed bore speed \( c \) is predicted by \( U \) (Fig. 6a) with small (relative to typical \( c \sim 0.15 \) m s\(^{-1}\)) mean bias \( c - U = 0.010 \) m s\(^{-1}\) where the overbar represents an average over all <100-m moorings (Table 1).

The scatter is quantified by the RMS error (RMSE),
where \((c - U)^2 = 0.038 \text{ m}^2 \text{s}^{-2}\), and the \(c - U\) correlation coefficient is \(r = 0.65\). The scatter as measured by the RMSE is approximately 20% of the mean \(c\) (or the \(c\) range). The relationship between \(c\) and \(U\) varies between regions and is best in the Pt. Sal region with RMSE = 0.032 m s\(^{-1}\) (green dots Fig. 6a). The Oceano region RMSE = 0.037 m s\(^{-1}\) (blue dots Fig. 6a) and in Vandenberg region the RMSE = 0.054 m s\(^{-1}\) is the largest (red dots Fig. 6a). The RMSE found here is significantly smaller than in C2018, particularly for larger \(c\). Errors in the estimates of \(c\) and \(U\) (\(\sigma_c\) and \(\sigma_U\)) are less than 0.025 m s\(^{-1}\) with an RMS of \(\sim 0.009\) m s\(^{-1}\). Speed errors, both \(\sigma_c\) and \(\sigma_U\) are largest in the Vandenberg region, the region where the RMSE between \(c\) and \(U\) is largest. Although the \(c-U\) relationship has some scatter, their similarity indicates that the bore’s speed is largely consistent with a two-layer gravity current interpretation, particularly as \(c\) and \(U\) are calculated independently.

Both bore speeds \(c\) and parameterized gravity current speeds \(U\) similarly decrease with decreasing total water depth \(D\) (Fig. 7a). At similar depths, bore speeds \(c\) are generally smaller in the Oceano region than Pt. Sal or Vandenberg (cf. blue to green and red dots in Fig. 7a). For all the moorings, the fractional bore depth \(\delta = h/D\) ranges from 0.15 to 0.75 and has no particular \(D\) dependence (Fig. 7b). Although \(\delta \leq 1/2\) for flat bottom gravity currents, \(\delta > 1/2\) is possible for gravity currents propagating into shallower depth (Sutherland et al. 2013). The fractional bore depth \(\delta\) varies geographically with generally small \(\delta\) in Oceano region \((\delta = 0.28\) averaged over six regional moorings), larger \(\delta\) in the Pt. Sal region \((\delta = 0.49)\), and in the Vandenberg region \(\delta\) is similarly varied with regional \(\delta = 0.45\) (colored lines in Fig. 7b). Thus for this bore, the Pt. Sal and Vandenberg regions have on average \(\delta \approx 1/2\). For a different bore during IOP1 in the Oceano region, M2020a also found \(\delta\) approximately \(1/2\) (0.41–0.48). Bores thickness that are half the water depth suggest a saturated inner shelf (B2021b).

The Froude number \(F_h = \sqrt{1 - \delta}\) (2) is critical to determining the gravity current speed (1). At all moorings, \(F_h\) ranges from 0.5 to 0.92 (open circles Fig. 7c), shows no dependence on total depth \(D\) overall, and has a mooring averaged \(F_h = 0.73\) (dashed black line Fig. 7c) corresponding to \(\delta = 1 - F_h^2 = 0.47\) (black dashed line Fig. 7b). The Oceano region averaged \(F_h = 0.85\) is larger than in the other regions with averaged \(F_h = 0.70\) and \(F_h = 0.73\), respectively in the Pt. Sal and Vandenberg regions (colors in Fig. 7c).

The gravity current speed dependence on total depth \(D\) is estimated using the mooring (except 100 m) averaged reduced gravity \(g^* = 0.0030\) m s\(^{-2}\) and \(F_h = 0.73\) (i.e., \(\delta \approx 1/2\)) substituted into (1).

\[
U_D = F_h (1 - F_h^2)^{1/2} \sqrt{g^* D},
\]

that only depends on \(D\). The mean gravity current speed \(U_D\) passes through the cluster of estimated bore speeds \(c\) (cf. dashed black curve and colored dots Fig. 7a). The \(c-U_D\) bias is 0.0004 m s\(^{-1}\), RMSE is 0.033 m s\(^{-1}\), and the correlation is \(r = 0.75\) (Table 1). Note that \(c\) and \(U_D\) are independently estimated and that the small bias is not due to fitting. Furthermore, these error statistics are improved relative to using \(g^*\) and \(\delta\) at each mooring. That the \(c\) variation is consistent with \(\sqrt{D}\), using the mooring averaged \(g^*\) and \(\delta \approx 1/2\), further implies a “saturated” bore at most mooring locations (B2021b). Note, that although
from the nose of the gravity current (e.g., Shin et al. 2004). The bore is a two-layer gravity current. We only consider the kinetic energy at the nose of this single bore event are estimated assuming the flow propagation speed \( c \) and the fractional bore depth \( \delta \),

\[
K_E = \frac{1}{2} \rho_b c^2 D \left( \frac{\delta}{1-\delta} \right),
\tag{9}
\]

as fluid velocity behind the gravity current nose is \( c \) and the lower-layer velocity is \(-\delta c (1-\delta)\) by continuity. Recall that the observed \( c \) in this expression is estimated independently from \( \delta \) and is based on the speed map (Fig. 4). At each mooring, the peak bore kinetic energy flux at the nose is then

\[
Fh = c K_E = \frac{1}{2} \rho_b c^3 D \left( \frac{\delta}{1-\delta} \right).
\tag{10}
\]

Averaging over the moorings, the mean bore kinetic energy \( \bar{K}_E \) and mean bore peak energy flux \( \bar{F}_h \) can be written in terms of only the depth \( D \) assuming the bore propagation speed is given by the saturated gravity current scaling \( c = U_D \) (8). Assuming saturation, using the mean reduced gravity \( \bar{g} \) and the mean fractional depth \( \bar{\delta} \), the saturated bore peak kinetic energy at the nose is

\[
\bar{K}_E = \frac{1}{2} \rho_b \bar{g} \bar{\delta}^2 D^2,
\tag{11}
\]

and the saturated kinetic energy flux is

\[
\bar{F}_h = \frac{1}{2} \rho_b \bar{g} \bar{\delta}^2 \left(1 - \bar{\delta}^2\right)^{1/2} D \bar{\delta}^2.
\tag{12}
\]

These equations represent the peak kinetic energy energetics of a single bore and have the same \( D \) dependence as the parameterizations in B2021b.

The peak bore kinetic energy \( K_E \) at each mooring decreases in shallower depths (colored dots Fig. 8a). The Oceano region has the smallest \( \delta \) and \( \bar{g} \) (Fig. 5) leading to the smallest \( K_E \) relative to Pt. Sal and Vandenberg regions (colored dots in Fig. 7c). This is consistent with the regional alongshore variation in internal tide energetics in 9 m water depth over 1.5 months (Feddersen et al. 2020). The individual mooring peak \( K_E \) generally follows the saturated bore peak kinetic energy parameterizations in B2021b.

### Table 1. Bore speed parameterizations error metrics: bias \( c - U_c \), \( \text{RMSE} \ (c - U_c)^{1/2} \), and correlation coefficient \( r \) for the gravity current parameterization \( U \) (1) and the saturated parameterization \( U_D \) (8). Statistics are averages over all (except 100 m) moorings.

<table>
<thead>
<tr>
<th>Error metric</th>
<th>( U = F_h \sqrt{g \bar{h}} )</th>
<th>( U_D = F_h (1 - F_h^2)^{1/2} \sqrt{g \bar{D}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias, ( c - U_c ) (m s(^{-1}))</td>
<td>0.010</td>
<td>0.000</td>
</tr>
<tr>
<td>RMSE, ( (c - U_c)^{1/2} ) (m s(^{-1}))</td>
<td>0.038</td>
<td>0.033</td>
</tr>
<tr>
<td>Correlation, ( r )</td>
<td>0.65</td>
<td>0.75</td>
</tr>
</tbody>
</table>

we are testing the scaling, a general functional best fit of \( c \sim D^\gamma \) that goes through zero has best-fit \( \gamma = 0.62 \), very close to the scaling value of 1/2. We therefore consider (8) to represent the saturated gravity current parameterization.

e. **Bore peak kinetic energy and kinetic energy flux**

Here, the peak kinetic energy and kinetic energy flux at the nose of this single bore event are estimated assuming the flow is a two-layer gravity current. We only consider the kinetic energy at the nose of the bore, as the potential energy of the bore depends on the background buoyancy (stratification) that is not well constrained. Furthermore, the potential energy of a gravity current depends on flow and stratification details away from the nose of the gravity current (e.g., Shin et al. 2004). Thus, we neglect potential energy in this analysis. At each mooring, the peak bore kinetic energy just behind the gravity current nose can be expressed in terms of the observed propagation speed \( c \) and the fractional bore depth \( \delta \),

\[
K_E = \frac{1}{2} \rho_b c^2 D \left( \frac{\delta}{1-\delta} \right),
\tag{9}
\]

\[c = c(1-\delta)^{-1/2} D,\]


<table>
<thead>
<tr>
<th>Error metric</th>
<th>( U = F_h \sqrt{g \bar{h}} )</th>
<th>( U_D = F_h (1 - F_h^2)^{1/2} \sqrt{g \bar{D}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias, ( c - U_c ) (m s(^{-1}))</td>
<td>0.010</td>
<td>0.000</td>
</tr>
<tr>
<td>RMSE, ( (c - U_c)^{1/2} ) (m s(^{-1}))</td>
<td>0.038</td>
<td>0.033</td>
</tr>
<tr>
<td>Correlation, ( r )</td>
<td>0.65</td>
<td>0.75</td>
</tr>
</tbody>
</table>

in terms of only the depth \( D \) assuming the bore propagation speed \( c = U_D \) (8). Assuming saturation, using the mean reduced gravity \( \bar{g} \) and the mean fractional depth \( \bar{\delta} \), the saturated bore peak kinetic energy at the nose is

\[
\bar{K}_E = \frac{1}{2} \rho_b \bar{g} \bar{\delta}^2 D^2,
\tag{11}
\]

The Oceano region has the smallest \( \delta \) and \( \bar{g} \) (Fig. 5) leading to the smallest \( K_E \) relative to Pt. Sal and Vandenberg regions (colored dots in Fig. 7c). This is consistent with the regional alongshore variation in internal tide energetics in 9 m water depth over 1.5 months (Feddersen et al. 2020). The individual mooring peak \( K_E \) generally follows the saturated bore peak kinetic energy parameterizations in B2021b.

### Table 1. Bore speed parameterizations error metrics: bias \( c - U_c \), \( \text{RMSE} \ (c - U_c)^{1/2} \), and correlation coefficient \( r \) for the gravity current parameterization \( U \) (1) and the saturated parameterization \( U_D \) (8). Statistics are averages over all (except 100 m) moorings.

<table>
<thead>
<tr>
<th>Error metric</th>
<th>( U = F_h \sqrt{g \bar{h}} )</th>
<th>( U_D = F_h (1 - F_h^2)^{1/2} \sqrt{g \bar{D}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias, ( c - U_c ) (m s(^{-1}))</td>
<td>0.010</td>
<td>0.000</td>
</tr>
<tr>
<td>RMSE, ( (c - U_c)^{1/2} ) (m s(^{-1}))</td>
<td>0.038</td>
<td>0.033</td>
</tr>
<tr>
<td>Correlation, ( r )</td>
<td>0.65</td>
<td>0.75</td>
</tr>
</tbody>
</table>
energy scaling of $\bar{K}_E \sim D^2$ (11) using $\bar{g} = 1/2$ and $\bar{g}$ (cf. dots with black line, Fig. 8a), although scatter around the scaling is present. Similarly, the individual moorings’ peak energy flux $\bar{F}_E$ generally follow the saturated bore peak kinetic energy flux scaling $\bar{F}_E \sim D^{5/2}$ (cf. dots with black line Fig. 8), although there is scatter around the scaling. As with the result that $c$ can be largely represented by $\bar{U}_D$ scaling as $\sim D^{1/2}$ (section 4d), the energetics results reinforce the interpretation of this internal bore as a saturated gravity current propagating across the shelf, particularly in the Pt. Sal region.

Internal bore energetics have been previously calculated in a variety of coastal settings (e.g., Duda and Rainville 2008; St. Laurent 2008; Shroyer et al. 2010a). The peak bore energy calculated here differs from the energy calculated in M2020a, M2020b, and B2021b from the same dataset. In M2020a and M2020b, the depth-averaged kinetic energy time series is calculated directly from ISDE bandpassed (3 min–16 h) ADCP velocities. In B2021b, kinetic energy is not considered and the analysis uses the time-average available potential energy. Thus, differences in including potential energy and averaging, make direct comparison challenging. However, the bore peak $\bar{K}_E \sim 1500 J m^{-2}$ in 50-m water depth here are comparable (once depth-normalized) to the bore-associated maximum instantaneous values of the bandpassed depth-averaged kinetic energy of 30 J m$^{-2}$ in 50 m (M2020b). The time-averaged depth-integrated kinetic energy in M2020b follows a $\sim D^2$ scaling, implying average isotherm variation a constant fraction of the water depth (i.e., constant $\bar{g}$) and consistent with the saturated gravity current peak energetics (11). The cross-shelf decay of the bore energy flux off of Pt. Sal in summer 2015 (C2018) is also consistent with the $\sim D^{5/2}$ (12) scaling. The parameterized energy and energy flux scalings (11) and (12) have different prefactors as B2021b due to differences in averaging and using available potential energy instead of kinetic energy. These expressions (11) and (12) are similar to the surfzone breaking wave generated turbulence literature (e.g., Feddersen and Trowbridge 2005; Feddersen 2012), with $g$ replaced by $g$. In both the surfzone and internal surfzone, the energy flux divergence $d\bar{F}_k/dx$ represents a source of turbulence. Both observations of surfzone turbulent dissipation rate (Feddersen 2012) and the inner-shelf dissipation rate (B2021a) scale with saturated $d\bar{F}_k/dx \sim D^{5/2}$ scaling.

5. Discussion

a. Comparison to previous internal bore speed parameterizations

The bore analyzed here is similar in amplitude (Fig. 2) and has a spatially variable speed within the speed range typical of the region (C2018; M2020a), suggesting this bore is representative of bores in the region. For example, in the Pt. Sal region in 30–50 m, C2018 bore speeds (Fig. 9 in C2018) and bore speeds presented here, $U \sim 0.2 m s^{-1}$ (Fig. 7), are similar. Moreover, in 40–50-m depth in the Oceano region, M2020a bore speeds (Fig. 13 in M2020a) and bore speeds presented here, $U \sim 0.15 m s^{-1}$, are similar. Previous analysis (C2018; M2020a, M2020b) of bores in this area compared observed bore speeds to internal wave speeds. In M2020a estimated bore speeds were compared to speeds obtained by solving the linear eigenproblem for the mode-1 (fastest) internal wave $c_0$ with $d\phi/dz = 0$ at the surface and bottom and $N^2(z)$ is the squared buoyancy frequency based on a “sorted” density profile over two M2 periods (M2020b) or a “pre-arrival” (0.5-h average prior to bore arrival, M2020a) density. In the Oceano region over 3 months in fall 2017, the observed bore speeds generally compared well to both the prearrival and sorted density profiles linear wave speeds $c_0$ which generally followed the low-frequency (subtidal) varying stratification (M2020a). Wave speeds estimated with (13) using subtidal stratification, and including rotation and a KdV adjustment, reasonably followed observed bore speeds near Pt. Sal during summer 2015, but were unable to match the fastest bores (C2018). Here, the speed of the strongly nonlinear (large $\delta$) bore front is consistent with a (implicitly nonlinear) gravity current. We investigate the applicability of linear speeds to this bore by calculating $c_0$ using (13). Here, the stratification is $N^2(z) = g\rho_0 \bar{c} T(z) dz$ where $\bar{c}$ is the thermal expansion coefficient and $dT/dz$ represents a time average. As $c_0$ is sensitive to how the background stratification is calculated (M2020a), two different time averages are used to estimate $N^2$. First, analogous to M2020a, a “prebore” stratification $N^2$ is estimated using a 4-h time average from 1 to 5 h before bore
arrival \( t_B \) resulting in a prebore linear wave speed \( c_{04} \). The 4-h average provides increases stability in stratification estimate and starting the average 1 h prior to \( t_B \) ensures that bore water does not contaminate the estimate. Thus, this prebore \( c_{04} \) differs from the M2020a prebore speed. Second, an 8-h time average centered on the \( t_B \) is used for \( N^2 \) resulting in the centered linear wave speed \( c_{08} \). Note that the \( c_{08} \) time average also differs from the subtidally averaged or sorted-density based \( N^2 \) of C2018 and M2020a.

The linear internal wave speeds (\( c_{04} \) and \( c_{08} \)) do not parameterize the observed bore speed \( c \) as well as \( U \) (Fig. 6b and Table 2). The low correlation \((r = 0.35)\) between prebore \( c_{04} \) and \( c \) and the large positive bias of \( c = c_{04} = 0.021 \text{ m s}^{-1} \) (Fig. 6b and Table 2) indicate that, in general, the prebore stratification (without near-surface warm water) is too weak as linear \( c \approx N \). The prebore \( c_{04} \) are noticeably weaker than observed speeds \( c > 0.15 \text{ m s}^{-1} \) in the VandenBerg and Pt. Sal regions (Fig. 6b). However, in the Oceano region, \( c_{04} \) is similar to \( c \) (blue dots Fig. 6b). The 8-h centered stratification speed \( c_{08} \) better parameterizes \( c \) than \( c_{04} \) because including warm bore water in the averaging increases the stratification. However, the 8-h stratification is also too weak with bias \( c = c_{08} = 0.021 \text{ m s}^{-1} \) (Table 2). Adjusting the \( c_{04} \) and \( c_{08} \) speeds assuming KdV weak nonlinearity, similar to C2018, resulted in less bias but higher RMSE due to the increased scatter (not shown). A linear perspective is based on the vertical difference. The improved skill of the gravity current scaling \( c_{04} \) and \( c_{08} \) relative to \( c_{04} \) is likely due to the bore horizontal stratification \( \partial \rho / \partial z \) being aliased into larger vertical stratification \( \partial \rho / \partial z \) through the centered 8-h average, and similarly for subtidally filtered or sorted-density stratifications. This can be made explicit for constant horizontal density difference \( \Delta \rho \) aliased to stratification. Then \( N^2 \approx \Delta \rho / D \) and \( c = ND \pi \) such that \( c \approx (\Delta \rho)^{1/2} D^{1/2} \) as with the gravity current scaling. Thus, by aliasing the horizontal stratification to vertical stratification, via time averaging or density sorting, one can obtain reasonable bore speeds using linear or weakly nonlinear theory even though these dynamics may not be the most applicable to the internal bore.

### b. Interpretation as a two-layer gravity current

We have interpreted this internal bore in a two-layer gravity current framework context. Using the methods for estimating bore arrival time \( t_B \), bore thickness \( h \), and associated temperature difference \( \Delta T \), the estimated bore speed \( c \) (Fig. 4) is consistent with the two-layer gravity current speeds \( U \) (Fig. 6). Moreover, in the Pt. Sal region, the two-layer depth-normalized thickness \( \delta \approx 1/2 \) and energetics are consistent with saturation (B2021b). Although internal warm bores have been considered previously as gravity currents (Pineda 1994, 1999; Helfrich and Pineda 2003; Scotti and Pineda 2007), this work demonstrates that large-amplitude internal warm bores generated by the internal tide can be interpreted as a saturated gravity current over long propagation distances (~6 km in the cross shore). This gravity current interpretation likely applies to other warm bores with large isotherm displacements \( \delta \approx 1/2 \) and Eulerian currents similar to the propagation speed. However, this two-layer gravity current interpretation has limits. For instance, gravity currents in the laboratory result from idealized lock releases with a flat bottom whereas the bore here is likely the product of the shoaling internal tide.

<table>
<thead>
<tr>
<th>Error metric</th>
<th>( E_h )</th>
<th>( \sqrt{\hat{h}} )</th>
<th>( c_{08} )</th>
<th>( c_{04} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias, ( c - U_i ) (\text{m s}^{-1})</td>
<td>0.010</td>
<td>0.021</td>
<td>0.043</td>
<td></td>
</tr>
<tr>
<td>RMSE, ( (c - U_i)^2 ) (\text{m s}^{-1})</td>
<td>0.038</td>
<td>0.048</td>
<td>0.063</td>
<td></td>
</tr>
<tr>
<td>Correlation, ( r )</td>
<td>0.65</td>
<td>0.50</td>
<td>0.35</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Bore speed parameterizations error metrics: bias \( c - U_i \), RMSE \((c - U_i)^2\), and correlation coefficient \( r \) for the gravity current parameterization (repeated from column 2 of Table 1 for reference) and the linear \( c_{04} \) and \( c_{08} \), from Eq. (13) internal wave speeds. Statistics are over all (except 100 m) moorings.
Also inconsistent with two-layer theory, both the core of the bore and the fluid outside the bore is stratified, not homogeneous. Gravity currents of a homogeneous fluid propagating into a stratified ambient have been investigated in the laboratory (e.g., Maxworthy et al. 2002), and the speeds theoretically derived for uniform ambient stratification using steady hydraulic theory (Ungarish 2006), and for arbitrary ambient stratification using nonlinear long-wave (DJI) theory (White and Helfrich 2008). However, steady GC theory for a stratified gravity current core and a stratified ambient does not exist. Numerically simulated stratified internal bores, where the bore isotherm is in midwater column, have speeds consistent with both the solutions of the fully nonlinear long-wave (DJI) equation (e.g., White and Helfrich 2014) and the speed of a homogeneous gravity current propagating into a stratified ambient (White and Helfrich 2008). The effect of the stratified ambient on gravity current speeds is explicitly accounted for by the parameter $S = g'' / g'$, where $g''$ is the reduced gravity associated with the ambient and $g'$ is the reduced gravity between the gravity current and the ambient (White and Helfrich 2008). Despite the stratified ambient in these studies, the functional form of the bore speed $s h^{1/2}$ is consistent with (1), suggesting that reducing this internal bore to two-layer gravity current is reasonable despite its stratified core and the stratified ambient. Here, the averaging used to calculate $\Delta T$ implicitly accounts for the effect of $S$ on propagation speed.

We have estimated the equivalent two-layer gravity current parameters (Shin et al. 2004), such as $h$ and $\Delta T$ in a consistent manner, implicitly accounting for stratification, which gives gravity current speeds in good agreement with observed bore speeds. The uncertainty of the parameter estimation is relatively small and even for shifted bore isotherm (e.g., $\eta_b$, $T_b$; section 3a), the gravity current speed estimates reproduce the observed bore speed. The agreement between observed bore speeds and gravity current parameterization is remarkable as an idealized steady-state gravity current is infinitely long and has uniform thickness behind the nose, whereas the internal bore here has finite cross-shore extent and a bore thickness that can vary after the nose (Fig. 2). Variable bore thickness can result from undular bores (e.g., C2018), or propagation into a stratified ambient that can give rise to a Kelvin–Helmholtz instability (White and Helfrich 2014). Here, very high-frequency internal waves riding on the bore (White and Helfrich 2008), would be smeared out by the 17.5-min low-pass filter. Nevertheless, for moorings where a bore was identified, the bore isotherm ($T_b$) clearly is associated with very strong horizontal stratification at time $t_p$ and vertical stratification at the time when $h$ is chosen (Fig. 2). This indicates that a high stratification boundary exists between the bore fluid and the ambient, consistent with modeled internal bores (White and Helfrich 2014).

Gravity current speeds are often derived in an energy conserving context (e.g., Benjamin 1968). However, large-amplitude internal bores in the Pt. Sal region are highly dissipative (C2018) both in the bottom boundary layer (Becherer et al. 2020) and in the water column (Becherer et al. 2021a), with cross-shore energy loss scales of 3–5 km (C2018). Bore energy dissipation also induces mixing which would reduce the bore $\Delta T$. The large dissipation suggests that the internal bore would eventually reduce amplitude with $\Delta T$ becoming more linear and less dissipative (reduced breaking) if the bathymetry were constant. However, from the 50-m contour onshore, where this internal bore has large isotherm displacements (Figs. 2a,b) and is mostly saturated ($\delta = 1/2$, Fig. 5 in B2021b), propagation into shoaling bathymetry counteracts the effects of dissipation and the bore steepens between the 50- and 40-m isobath. Fully nonlinear high-resolution simulations of a single shoaling ISW from 3000- to 80-m depth showed that the leading ISW on the shelf (80-m depth) was a large-amplitude fully nonlinear soliton that resembled a square wave (Lamb and Warn-Varnas 2013). In Lamb and Warn-Varnas (2015), adding near-bed viscosity and diffusivity in their simulations, at peak values of $10^{-3} \text{m}^2\text{s}^{-1}$, which are realistic on the shelf (Suanda et al. 2017), led to a more triangular shaped bottom cold bores, analogous to what we observe here.

Note, the overall bathymetric slope varies regionally between Vandenberg, Pt. Sal, and Oceano (M2020b). The effect of gravity current shoaling on a slope is poorly understood and introduces a new nondimensional parameter the bathymetric slope $\beta$. Sutherland et al. (2013) performed lock-release two-layer laboratory experiments with $\delta = 1/2$ and slopes one to two orders of magnitude larger than in the ISDE study region. The gravity current decelerated on the slope in a manner consistent with a cross-shore constant Froude number and local speed following (1). Although these laboratory slopes are far steeper than at the ISDE study region, our bore observations are qualitatively consistent with these sloping laboratory gravity current experiments (Sutherland et al. 2013).

Gravity currents are also modified by rotation (e.g., Griffiths 1986). In regions without boundaries gravity currents on flat bottoms initially propagate at speed independent of Coriolis parameter and arrest due to geostrophic adjustment after many inertial periods (e.g., Salinas et al. 2019). Here, the time from bore formation, in 50–100-m depth (B2021b), to arrival, in 10–15-m depth, is about a single inertial period suggesting that bore propagation speed is influenced by Coriolis effects. This result is consistent with numerical modeling with and without rotation of a single ISW from the deep ocean to the shelf in the South China Sea (e.g., Lamb and Warn-Varnas 2015). For weakly nonlinear variable coefficient KdV type equations, the ISW breakup and subsequent packet evolution varies significantly with rotation, but the leading ISW speed and structure on the shelf were similar in runs with and without rotation (Grimshaw et al. 2014). Similarly, for fully nonlinear simulations, the leading ISW wave on the shelf propagated slightly slower with reduced amplitude due to the dispersive effects of rotation (Lamb and Warn-Varnas 2015).

c. Internal bore contrast between Pt. Sal and Oceano regions

This internal bore was saturated ($\delta \approx 1/2$) in the Pt. Sal region. However, in the Oceano region, the bore $\delta$ was often substantially $<1/2$, particularly in depths $D < 40$ m (Fig. 7b). The bore $\Delta T$ was also somewhat weaker in Oceano than Pt. Sal region (Fig. 5c1). This resulted in slower Oceano bore speeds $c$ than in the Pt. Sal region (Fig. 7a) for the same water depth $D$. 
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The internal bore was not observed in $D \leq 20$-m depth in the Oceano region and only at one of 4 moorings in $D = 25$-m depth (Fig. 1a), suggesting that this internal bore had dissipated. This is broadly consistent with the regional along-coast variation in semidiurnal potential energy in $D \approx 10$-m depth (Feddersen et al. 2020) and 16-h high-passed kinetic energy (M2020b). In the Oceano region, Haney et al. (2021) examined the cross-shore breakup of an internal bore into a surface bolus that propagates as a gravity current and dissipates in 40-m water depth. Here, we examine the differences in this internal bore behavior in the Oceano and Pt. Sal region.

Laboratory gravity current studies into a uniformly stratified ambient show that as $c_{0} \approx 1$, internal waves were generated at the front resulting in slowing and thinning of the front (e.g., Maxworthy et al. 2002). Numerical models of gravity currents propagating into a stratified ambient also clearly show this behavior (White and Helfrich 2008). At the Columbia River front, which acts as a gravity current, upstream radiation of internal waves has been observed (e.g., Nash and Moum 2005; Nash et al. 2009), with generation attributed to the river front speed decreasing below the linear long-wave speed $c_{0}$ from solving (13). The energy exchange from the gravity current to internal waves can be significant (Pan and Jay 2009). Using a three-layer model and theory, White and Helfrich (2012) show that substantial energy exchange can occur in the transcritical regime as $c_{0} \approx 1$.

The linear long-wave speed $c_{0}$ (13) of the ambient fluid is a key parameter that determines gravity current evolution and depends on stratification: for uniform stratification $c_{0} = ND/\pi$. During this October IOP time period, the overall stratification was weaker than the September IOP period, potentially leading to more likely supercritical ($c > c_{0}$) bores in the October IOP. Over the ISDE experiment duration, the averaged stratification was much stronger in the Oceano region than Pt. Sal region in $D \approx 40$-m depth (Feddersen et al. 2020; B2021b), which would lead to larger Oceano $c_{0}$. The prebore stratification based $c_{04}$ did a poor job of parameterizing the bore speed $c$ everywhere but in the Oceano region (Fig. 6). Here, we further examine the geographical distribution of the ratio of bore speed to linear long-wave speed $c/c_{04}$ to understand the bore differences between Oceano and Pt. Sal regions.

Significant regional differences in $c/c_{04}$ for this bore are evident (Fig. 9), consistent with Fig. 6b. In 30–50-m depth, the ratio $c/c_{04} > 1.7$ in the Pt. Sal region whereas $c/c_{04} < 1.4$ in the Oceano region. In $D \approx 30$ m, the ratio $c/c_{04} < 1$ at all Oceano moorings where the bore was identified. In contrast, nearly all $D \approx 30$ m Pt. Sal locations had $c/c_{04} > 1$. Three locations near the tip of Pt. Sal have $c/c_{04} < 1$ which we discuss in section 5d. The weak $c/c_{04} < 1$ in the Oceano region suggests that this internal bore is subcritical and substantially losing energy in part to radiating internal waves. This would explain why the Oceano bore thickness becomes small and why the bore is not identified in shallower water (e.g., Fig. 3f). Thus, interpreting bores as gravity currents is more appropriate in regions where the bore is supercritical ($c/c_{04} > 1$), which is associated with the gravity current scaling (1) working well (Fig. 6a). These supercritical regions (i.e., Pt. Sal) typically have large isotherm displacements (i.e., $\delta \approx 1/2$) associated with bore saturation (B2021b). The Oceano region being generally subcritical is consistent with Oceano bore identification in 50-m depth (M2020b) and provides a reason why bores were more difficult to track onshore there (M2020a). This subcritical bore energy loss mechanism has also been used to explain the upstream release of a gravity current from an internal bore during the September IOP (Haney et al. 2021). This suggests that regional variations in stratification, low at Pt. Sal and elevated in the Oceano region (B2021b), can result in variable, over the region, bore evolution. A complete understanding of what causes these regional (over about 10 km) stratification differences is lacking, although bore regional spatial variation may play a role (M2020b).

d. The effect of Doppler shift by barotropic velocities

Waves and gravity currents can have speeds Doppler shifted by depth-uniform mean currents. C2018 and M2020a corrected observed bore speeds for Doppler shift by removing the barotropic (depth-averaged) velocity in the propagation direction

![Fig. 9. The geographical distribution of the observed bore speed to the prebore linear wave speed $c/c_{04}$ (colors). Values $< 1 (>1)$ are small (large) circles. The Oceano, Pt. Sal, and Vandenberg regions are indicated, bathymetry is contoured at 10-m intervals, and the origin (0, 0) is the tip of Pt. Sal (34.90304°N, 120.67207°W).](image-url)
Thus, \( c \rightarrow c - U_B \). However, whether this improved the skill between observed bore speeds and linear wave speeds was not investigated. In our analysis, \( c \) is well parameterized by a gravity current scaling without removing \( U_B \). To investigate potential Doppler shift induced errors, \( U_B \) was estimated for 22 moorings (in \(< 100 \text{ m water depths}\) with collocated ADCP by depth- and time-averaging velocities for \( t \in t_B \pm 1 \text{ h} \). The root-mean square \( U_B \) is 0.031 m s\(^{-1}\) with maximum \(|U_B| = 0.076 \text{ m s}^{-1}\).

A Doppler shifted gravity current velocity \( U_B + F_h \sqrt{g h} \) was then estimated to compare with the observed \( c \) and gravity current scaling \( F_h \sqrt{g h} \) using error statistics averaged over the 22 moorings with ADCPs (Table 3). As examining the effect of \( U_B \) uses 22 locations instead of 39 locations, we examine first the non-Doppler shifted gravity current scaling \( F_h \sqrt{g h} \) at these 22 locations (Table 3). The gravity current scaling predicts well the observed \( c \) at the 22 locations (Table 3) with smaller bias, smaller RMSE, and moderately higher correlation than for the 39 locations in Table 2. Including the Doppler shift (i.e., \( U_B \)), results in slightly smaller bias but otherwise similar error statistics as without Doppler shift at these 22 locations (second and third columns in Table 3). Thus, overall Doppler shifted bore velocities are not a significant source of error between \( c \) and the gravity current scaling.

Although barotropic velocities do not significantly affect the skill of the gravity current parameterization, there is evidence of localized current induced effects within \( \approx 2 \text{ km} \) south-southwest of Pt. Sal. The visible-image identified surface front of the bore at 2330 UTC (Fig. 1c) is shore parallel north of Pt. Sal for \( 0 < y < 3 \text{ km} \) but bends (or kinks) seaward about 1 km farther offshore just south of Pt. Sal (\( y < 0 \text{ km} \)). At 1800 UTC, the mapped bore location was just inshore of the 30-m isobath, \( \approx 2 \text{ km} \) from shore, and relatively straight (Fig. 10a).

At this time, near-bore barotropic velocity magnitudes were generally small (\(< 0.05 \text{ m s}^{-1}\), Fig. 10a) relative to the 0.15 to 0.2 m s\(^{-1}\) bore speed (Fig. 4b) and mostly oriented parallel to the bore, thus not inducing a Doppler shift. Just south-southwest of Pt. Sal, the barotropic velocities were also weak at this time. Four hours later at 2200 UTC, the mapped bore is within 1 km of shore north of Pt. Sal (\( y > 0 \text{ m} \)), is kinked offshore just south of Pt. Sal (\( -1 < y < 0 \text{ km} \)), and then bends back to the south-southeast for \( y < -1 \text{ km} \) (blue curve in Fig. 10). This mapped bore kink is consistent with the visual and SAR-observed bore (green curves in Fig. 10). However, the mapping smooths \( t_B \) in regions of strong gradients, such that the mapped bore at 2200 UTC and the visual bore at 2330 UTC nearly overlap just southwest of Pt. Sal. Thus, the mapped bore speeds (Fig. 4b) are biased high in this region within 1.5 km of Pt. Sal. The reduced bore speed in this region is likely due to relatively strong (\( U_B \approx 0.1 \text{ m s}^{-1} \)) tidally variable, offshore directed barotropic velocities south of Pt. Sal (Fig. 10b), where the bore kink and offshore directed velocities coincide. The small \( c/c_{0\text{a}} \) for three moorings off the tip of Pt. Sal (Fig. 9) is due to small \( c \) induced by the barotropic velocity Doppler shift in this localized area. The barotropic currents potentially responsible for slowing the bore just southwest of Pt. Sal have significant diurnal and semidiurnal variability with zonal barotropic velocity \( U_B \) that is approximately out of phase with the barotropic tide (Fig. 10c), consistent with tidal flow observations near Pt. Sal (Kovatch et al. 2021). Thus, although overall the effect of the barotropic velocity Doppler shift on bore propagation is minimal, in the region just southwest of Pt. Sal, it could be significant indicating the gravity current parameterization (1) will perform poorly in such regions. As subtidal and tidal depth-averaged flow past Pt. Sal is complex with significant vorticity generation, internal bores incident at different tidal phases may experience varying degrees of Doppler shift which could vary north to south of Pt. Sal. For example, X-band radar and in situ observations of an internal bore on 19 September 2017 reveal a slow bulge northwest of Pt. Sal (M2020b), which may be influenced by the barotropic current. Moreover, the speed of other bores in the Vandenberg region, also derived from by X-band radar, show significant small-spatial-scale variability \([O(1 \text{ km})]\); Celona et al. 2021) that may be linked to barotropic current effects. The effect of these depth-averaged flows on internal bore propagation and dissipation is not well understood.

### 6. Summary

As part of the 2017 Inner Shelf Dynamics Experiment conducted off the central coast of California near Pt. Sal, a single large-amplitude internal bore was observed on 10 October 2017. The bore was tracked from 100- to 10-m depths (across 10 km in the cross shore) and along 30 km of coastline and is studied from the perspective of an idealized two-layer gravity current. The bore was observed by a number of instruments including remotely sensed SAR and visible imagery obtained from an airborne system, satellite SAR imagery, 39 in situ moorings, ship surveys, and drifters. Methods were developed to estimate bore arrival time \( t_B \), bore thickness \( h \), and temperature difference \( \Delta T \) between bore and prebore water, which determines the reduced gravity \( g' \). A high-resolution arrival time map was derived from the instrument arrival times using a smoothing spline technique. Observed bore speeds \( c \) and directions \( \theta \) were determined from the arrival time map. From \( h, g' \) and the local depth \( D \), the gravity current speeds \( U = (1 - h/D)^{1/2}(g' h)^{1/2} \) were calculated.

The speed of this bore varied in the alongshore and decreased as the bore approached shore with speeds approximately 0.25 m s\(^{-1}\) in 50-m depths and \(< 0.1 \text{ m s}^{-1}\) in 10-m depth. The fractional bore depth \( h/D \), ranged from 0.16 to 0.75 although there is regional alongshore variation. On average, bore thickness was 1/2 the water depth suggesting saturation. Estimated gravity current speeds reproduced the observed

### Table 3. Bore speed parameterizations error metrics: bias \( c - U_L \), RMSE \((c - U_L)^2 \), and correlation coefficient \( r \) for the 22 mooring locations with an ADCP. The second column is for the gravity current parameterization \( F_h \sqrt{gh} \) (1) with statistics calculated at 22 locations in contrast to Table 2 with 39 locations. The third column has gravity current speed corrected for the barotropic velocity Doppler shift \( U_B + F_h \sqrt{gh} \).

<table>
<thead>
<tr>
<th>Error metric</th>
<th>( F_h \sqrt{gh} )</th>
<th>( U_B + F_h \sqrt{gh} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias, ( c - U_L ) (m s(^{-1}))</td>
<td>0.007</td>
<td>0.004</td>
</tr>
<tr>
<td>RMSE, ((c - U_L)^2) (m s(^{-1}))</td>
<td>0.032</td>
<td>0.030</td>
</tr>
<tr>
<td>Correlation, ( r )</td>
<td>0.75</td>
<td>0.69</td>
</tr>
</tbody>
</table>
Bore speeds with low bias and RMSE. Observed speeds compared slightly better to a saturated gravity current scaling $\mathcal{U}_g = (1/2)(\gamma D)^{1/2}$ that depends only on $D$ and the mean reduced gravity $\gamma$ than to the gravity current scaling that depends on the local gravity current thickness $h$ and local $g'$. Overall, bore energetics have water depth dependence of a saturated gravity current scaling, which have the same depth dependence as surfzone energetics with the same formulations except for different prefactors and with $g'$ for the internal bore instead of $g$ for a surfzone bore. Thus, this bore is the internal wave analog to a surfzone surface gravity bore. Observed speed of this bore compared better to gravity current speeds than linear internal wave speeds based on stratification. Accounting for Doppler shifting by barotropic velocities did not improve the relationship between $c$ and $U$, however, just southwest of Pt. Sal the bore slows consistent with Doppler shifting. The Oceano region’s stronger prebore stratification result in subcritical bore propagation potentially explaining why the internal bore was less energetic and often could not be identified at some of the Oceano region moorings. The internal wave energy flux at the greater Pt. Sal region is particularly energetic (Kumar et al. 2019) and internal bores are often observed to be saturated (B2021a,b). In summary, this work shows that a saturated gravity current interpretation applies to a large-amplitude internal warm bore generated by the internal tide over long propagation distances (~6 km in the cross shore). This suggests that other warm bores with large isotherm displacements ($\delta \approx 1/2$), and Eulerian currents similar to the bore propagation speed, are also likely to be well interpreted as a gravity current. As such, interpreting other internal bores in this region (and other regions more generally) as a (strongly nonlinear) gravity current should be investigated further to determine the degree to which a gravity current interpretation applies to internal bores more generally.
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