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ABSTRACT: Wave spectra and directional moment measurements are of scientific and engineering interest and are routinely
estimated with wave buoys. Recently, both fixed-location and uncrewed aircraft system (UAS)-mounted lidar have estimated
surfzone wave spectra. However, nearshore wave statistics seaward of the surfzone have not been measured with lidar due to
low return number, and nearshore directional moments have not been measured at all. We use a multibeam scanning lidar
mounted on a gasoline-powered UAS to estimate wave spectra, wave slope spectra, and directional moments on the inner shelf
in’10-m water depth from an 11-min hover and compare to a collocated wave buoy. Lidar returns within circular sampling re-
gions with varying radius R are fit to a plane and a 2D parabola, providing sea surface and slope time series. Wave spectra
across the sea–swell (0.04–0.4 Hz) band are robustly estimated for R $ 0.8 m. Estimating slope spectra is more challenging.
Large R works well in the swell band, and smaller R works well at higher frequencies, in good agreement with a wave buoy in-
ferred slope spectrum. Directional Fourier coefficients, estimated from wave and slope spectra and cross-spectra, are compared
to a wave buoy in the sea–swell band. Larger R and the 2D parabola-fit yield better comparison to the wave buoy. Mean wave
angles and directional spreads, functions of the directional Fourier coefficients, are well reproduced at R 5 2.4 m and the 2D
parabola-fit, within the uncertainties of the wave buoy. The internal consistency of the UAS-lidar-derived results and their
good comparison to the Spotter wave buoy demonstrate the effectiveness of this tool for estimating wave statistics.

SIGNIFICANCE STATEMENT: Previously fixed-location or hovering lidar has been used to estimate wave spectra in
the surf and swash zone where lidar returns are high due to the reflectance of foam. We present a methodology to accu-
rately estimate wave spectra and directional properties on the inner shelf where waves are not breaking using a hovering un-
crewed aircraft system with a mounted lidar. The estimated wave spectra and directional statistics are compared well with a
Spotter wave buoy, demonstrating the method’s robustness.
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1. Introduction

Measurements of surface gravity wave statistics are required
for both scientific research and engineering applications. Wave
statistics of interest are the frequency-dependent sea surface h

elevation spectra Sh(f), on which significant wave height Hs,
peak period, and mean period are based, as well as directional
moments such as mean wave angle u1(f) and directional spread
su(f) (Kuik et al. 1988). These directional moments are derived
from the first four Fourier coefficients of the directional spectra
and are denoted as a1(f), b1(f), a2(f), and b2(f) (Longuet-
Higgins et al. 1963). Wave spectra and directional moments
are typically derived from pitch-and-roll wave buoys (e.g.,
Kuik et al. 1988), collocated pressure sensor and current me-
ter (e.g., Herbers et al. 1999), or acoustic Doppler current
profiler (ADCP, e.g., Herbers and Lentz 2010), using spectra
and cross-spectra of measured variables. More recently, at-
tention has been focused on the development of inexpensive
wave buoys that are either GPS-based (e.g., Herbers et al.
2012; Raghukumar et al. 2019) or inertial measurement unit
(IMU)-based (e.g., Rabault et al. 2022; Feddersen et al.
2024).

Light detection and ranging (lidar) is a remote sensing tool
with significant potential for studying surface gravity waves as a
lidar return is a direct measure of the distance to the water sur-
face. An aircraft-mounted single-beam scanning (rotating 3608)
lidar measured the sea surface near a wave buoy, and the result-
ing nondirectional wave spectra were similar to buoy-estimated
spectra (Hwang et al. 2000). Since then, aircraft-based lidar wave
measurements have advanced significantly (e.g., Melville et al.
2016). Assuming a statistically spatially homogeneous wave field,
airborne lidar observations over 10-km swaths resolved the
deep-water directional spectrum at frequencies from 0.07 to
0.6 Hz or wavelengths from 314 to 4 m (Lenain and Melville
2017). An airborne single-scanning lidar estimated spatial varia-
tions of significant wave height at 1-km resolution at the mouth
of the Columbia River, allowing the study of wave amplification
effects (Branch et al. 2018). Airborne lidar with a single scanning
beam resolves to the high wavenumber (short wavelength) por-
tion of the wave spectrum (Lenain and Melville 2017) allowing
wave slope estimation (Lenain et al. 2019) as wave slope is domi-
nated by short waves. Wave slope variability induced by internal
waves in roughly 80-m water depth was estimated at scales of 50 m
(Lenain and Pizzo 2021). However, this only included slope con-
tributions at .0.18 Hz. In the nearshore, wave spectra at lower
sea–swell frequencies (longer wavelengths) are of interest. Addi-
tionally, the nearshore region has significant depth variations andCorresponding author: Falk Feddersen, ffeddersen@ucsd.edu
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rapid wave transformation making the requirement of spatial ho-
mogeneity challenging.

Fixed-location lidar-based temporal sea surface elevation
measurements were first performed by Irish et al. (2006). They
mounted four nonscanning point-beam lidars in a rectangular
grid with a horizontal spacing of 0.6–2.0 m on the Field Research
Facility (FRF, North Carolina) pier 6–16 m above the water sur-
face. Wave spectra Sh(f) and significant wave heights were well
reproduced, but the array spacing and instrument number were
not ideal for estimating directional moments. Single-beam scan-
ning lidars mounted on a fixed location have been used to mea-
sure the temporal t and cross-shore x varying sea surface h(x, t)
in the swash zone on sandy (Blenkinsopp et al. 2010) and gravel
(Almeida et al. 2013) beaches. Blenkinsopp et al. (2010) showed
that swash zone h estimated from a 905-nm wavelength lidar
matched well with ultrasonic altimeters deployed in the swash
zone. Using a fixed-location scanning lidar at a 1550-nm wave-
length, Brodie et al. (2015) showed that lidar-derived wave setup
and wave spectra matched those of pressure sensors in the inner
surfzone at low grazing angles and distances 25–65 m from the
lidar. A fixed-location 1550-nm lidar scanning a highly energetic,
low-sloped beach compared well to a swash zone pressure sensor
at ranges of 250–350 m also at low grazing angles (Fiedler et al.
2015). Three fixed-location lidars mounted on a pier were used
to generate a cross-shore continuous time series of sea surface el-
evation across the surfzone (Martins et al. 2017). As these studies
used a single-beam scanning lidar, only a single spatial direction
was resolved, and directional wave information could not be
estimated.

The aerated nature of water in the swash zone and surfzone is
ideal for lidar reflections at all wavelengths. For nonbreaking
waves, lidar returns depend on the lidar wavelength. Lidars with
a wavelength near 900 nm perform far better on water surfaces
than lidars at 1550 nm due to the order of magnitude smaller ab-
sorption coefficient at 905 nm (Wojtanowski et al. 2014). Thus,
lidar at a 1550-nm wavelength is more limited in measuring
waves seaward of the surfzone where the water surface is not
aerated. A lidar with a 905-nm wavelength was able to well
reproduce wavestaff-based wave observations in a laboratory
(Blenkinsopp et al. 2012). Detailed observations of wave
overturning have been made using a multibeam 905-nm scan-
ning lidar in both field settings (O’Dea et al. 2021) and field-
scale laboratory settings (Feddersen et al. 2023; Baker et al.
2023).

An uncrewed aircraft system (UAS) with real-time kinematic
global navigation satellite systems (RTK-GNSS) positioning and
video were used to study beach profile evolution with the struc-
ture from motion (Turner et al. 2016) and observe the wave
speed to estimate bathymetry (Brodie et al. 2019; Lange et al.
2023). As a more direct measurement, lidar has advantages and
liabilities over video. UAS with a mounted lidar is used in vari-
ous mapping and surveying applications that were enabled by
advances in UAS positioning (GPS and IMU) and lidar technol-
ogy. One advantage of a UAS with mounted lidar is the high
grazing angles, which are more conducive to returns than the
low grazing angles of shore-mounted systems. Surface gravity
waves and tides were estimated at a single location by an 870-nm
scanning lidar at a height 6–10 m above the surface and were

validated against an in situ pressure gauge (Huang et al. 2018).
Fiedler et al. (2021) extended this work with a 905-nm scanning
lidar mounted on a UAS. Wave spectra within the surfzone and
swash zone were estimated and validated against in situ pressure
sensor data. However, observations were limited seaward of the
surfzone where wave breaking did not occur, and no directional
information was estimated.

In contrast to single-beam scanning lidars, multibeam scan-
ning lidars enable two-dimensional (2D) sea surface elevation
measurements, allowing for directional wave analysis with a sin-
gle instrument. Here, we use a gasoline-powered UAS with a
multibeam 903-nm wavelength scanning lidar payload to esti-
mate directional wave statistics at a point location seaward of
the surfzone in 10-m water depth and compare to a Spotter
wave buoy. Essentially, the point-location directional wave spec-
tral statistics estimated by the UAS-lidar are those that a wave
buoy estimates. Estimating similar statistics with a phased array
at multiple lags requires a statistically homogeneous wave field,
which is not the case here. The UAS together with the lidar
package, as well as the data collection by the collocated Spotter
buoy, is described in section 2. Binning regions of different radii
are defined, and the statistics of lidar returns, as well as the
method for fitting the sea surface and its slope, are described in
section 3. In section 4, UAS-lidar estimated time series of h and
­h/­x and bulk statistics, as well as Sh and slope spectra S|=h|, are
examined as a function of the radius of the binning region. UAS
wave spectra are compared to those of the Spotter wave buoy.
UAS slope spectra are compared to slope spectra estimated
from Spotter wave spectra and the wavenumber k inferred from
the linear dispersion relationship. In section 5, UAS-lidar esti-
mated directional Fourier coefficients are estimated as a func-
tion of frequency and compared to those of the Spotter wave
buoy. Directional moments derived from the Fourier coefficients
are also compared to the Spotter wave buoy. The capability of a
UAS with multibeam lidar to estimate wave and slope spectra
as well as directional wave quantities is discussed in section 7.

2. Methods

a. Experiment overview

The ROXSI field experiment occurred during July 2022 off
China Rock on the Monterey Peninsula, California (Fig. 1).
The rocky shore off China Rock has a moderate (1:40) cross-
shore slope. In water depths h , 20 m, the bathymetry has sig-
nificant variability, or roughness, at a range of length scales
(Fig. 1). A China Rock cross- and alongshore (X, Y) coordinate
system is defined where 2X is directed toward 2858N. The
shoreline has multiple small headlands about 250 m apart with
embayments that extend 100 m onshore. During the experi-
ment, a number of instruments, including ADCPs, Spotter
wave buoys (Raghukumar et al. 2019), and pressure sensors,
were deployed from the shoreline to 30-m water depth (ma-
genta dots in Fig. 1). At eight locations, collocated Spotter wave
buoys and time-synchronized pressure sensors were deployed.
Spotter wave buoys are GPS-based (Herbers et al. 2012) and
are highly effective in capturing wave spectra Sh(f) and direc-
tional moments in the sea–swell (0.05 , f , 0.3 Hz) frequency
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band (e.g., Raghukumar et al. 2019; Collins et al. 2024). To esti-
mate directional parameters, wave buoys (whether GPS- or
IMU-based) use displacement or slope cross-spectra to estimate
the Fourier coefficients of the directional spectra (or directional
Fourier coefficients) a1(f), a2(f), b1(f), and b2(f) (Longuet-
Higgins et al. 1963; Kuik et al. 1988). For this study, we calculate
spectral quantities from the Spotter wave buoy for the coinci-
dent 692-s time period of the UAS hover (described below).
Although only tested out to frequencies# 0.3 Hz (Raghukumar
et al. 2019; Collins et al. 2024), the Spotter wave buoy reports
spectral quantities out to 1 Hz with unknown accuracy from
0.3 to 1 Hz.

b. UAS and lidar package description

We use an eight-rotor Skyfront Perimeter 81 as the un-
crewed aircraft system (UAS). The Perimeter 8 is powered by
a hybrid gasoline–electric propulsion system, consisting of a
32 cc 1-cylinder 2-stroke engine that generates electricity to
power the UAS. Two lithium polymer (LiPo) batteries pro-
vide startup and emergency backup power. Tip to tip, the
Perimeter 8 measures 2.31 m long by 2.2 m wide by 0.37 m
high. The Perimeter 8 weighs’20 kg with 4 L of fuel, and the
payload gives it a takeoff weight of ’22.5 kg. With this pay-
load, the UAS was flown for up to 100 min, including takeoff,

kinematic alignment maneuvers, transit, hovers, and landing.
The Skyfront Perimeter 8 uses a proprietary PX4-based flight
controller and is remotely operated using a 2.4-GHz radio re-
mote controller connected to aWindows laptop running the Sky-
front Ground Control Software (GCS) for both manual and
automated waypoint flight. The flight controller navigation sys-
tem was upgraded with an RTK-GNSS module that receives rel-
ative position updates from a fixed-location base station onshore.
This allows the UAS to maintain its position without drifting
over time. With a team of three people, the lidar UAS can be set
up and deployed within 30 min of arrival on site. The downtime
between each flight to refuel, swap batteries, and resume data
collection was approximately 20 min. External LiPo batteries are
used for ground power to keep the lidar and GNSS system run-
ning without interruption.

The UAS payload is a Phoenix Lidar Systems (PLS) Scout-
Ultra,2 consisting of a Velodyne Ultra Puck (VLP-32C) lidar, a
proprietary PLS NavBox, and a 24-MP Sony A6K-Lite RGB
camera. The Scout-Ultra NavBox integrates the IMU, GNSS re-
ceiver, data storage, CPU, Wi-Fi telemetry, power supply, and
I/O components necessary for collecting survey-grade data. The
GNSS receiver is a Novatel OEM7720, and the IMU is an Iner-
tial Laboratories IMU-P. Dual helical GNSS antennas are
mounted onto opposing UAS motor arms with 1.54-m separa-
tion, enabling accurate heading solutions. The IMU and dual
GNSS data are postprocessed using Novatel Inertial Explorer
version 8.90 software to produce a trajectory file for determining
sensor position and orientation. The Scout-Ultra is controlled
separately from the UAS via a Wi-Fi link to a second Windows
laptop running Phoenix Lidar Systems’ Spatial Explorer version
6.0.7. The PLS software displays real-time point cloud, image
preview, and payload telemetry data and allows for remote acti-
vation of the lidar and camera sensors. RGB camera images
were taken at 1 Hz.

The Velodyne Ultra Puck lidar was originally developed for
the automobile industry and has been adapted for surveying and
robotics applications. Although it is slightly less accurate than
fixed-location lidars (3 vs 0.75 cm accuracy) previously used in
surfzone studies (Brodie et al. 2015), its low cost, low power,
multibeam scan pattern, long range, small form factor, and light-
weight (1 kg) make it well suited for this UAS application. The
lidar uses a 903-nm laser, which performs better on water surfa-
ces than 1550-nm lasers (Wojtanowski et al. 2014; Fiedler et al.
2021). The 32 beams scan over 3608, on an axis 908 from the nose
of the UAS. The beams are organized in a nonlinear distribution,
with most beams concentrated in the center of the vertical field
of view, where data resolution is increased, resulting in a 408 off-
axis field of view (from 2258 to 1158). The pulse repetition rate
of the sensor is 600000 measurements per second (600 kHz).
The programmable frame rate of the lidar ranges from 5 to
20 Hz. Similar to Feddersen et al. (2023), we used 10 Hz
(600 RPM, 63 RPM), which gives a horizontal angular
(azimuthal) resolution of 0.28. At the 10-Hz frame rate and
sampling a 908 region below the UAS results in 0.025-s time
uncertainty of a return, which is insignificant for the analysis

FIG. 1. Bathymetry (z, meters relative to mean sea level) at the
China Rock region as a function of local cross-shore X and along-
shore Y coordinates. Magenta dots represent all instrument loca-
tions. The yellow circle represents the location of the Spotter
mooring where the hover took place. Regions in white indicate no
bathymetric observations.

1 https://skyfront.com/perimeter-8. 2 https://phoenixlidar.com/.
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on surface gravity wave time scales . 1 s. The maximum mea-
surement range is 200 m with a 63-cm range accuracy. Laser
beam divergence is 3.43 mrad on the horizontal axis (cross-shore)
and 1.72 mrad on the vertical axis (alongshore), resulting in a
12.5 cm3 6.6 cm footprint of an individual lidar return directly be-
low the scanner when hovering at 33 m above the sea surface. The
Velodyne Ultra Puck does not provide usable metrics to evaluate
the quality of a return. The lidar returns are transformed into earth
coordinates in Spatial Explorer software using the postprocessed
position and orientation data. The resulting point cloud was ex-
ported to a LAS format file. Lidar returns were quality-controlled
to remove points closer than 8 m or farther than 100 m from the
lidar.

c. Hover near the spotter wave buoy

Most missions had the UAS hovering sequentially over loca-
tions of pressure sensors located mostly in the surfzone of the
rocky shoreline for approximately 10 min at a time for flights
of 80–100-min duration. However, we performed one mission
where the UAS hovered near the location of a Spotter wave
buoy (Fig. 1, yellow circle), approximately 250 m from the

mean shoreline. This hover occurred on 19 July 2022, started at
1458:12 PDT, and lasted for 692 s. At this time, the Spotter signifi-
cant wave height integrated from 0.04 to 0.4 Hz was Hs 5 1.17 m
with an energy-weighted mean period of T 5 6:1s. During the
morning, the wind (measured 300 m offshore at 4 m above the sea
surface) had been 6 m s21 blowing onshore (1x direction). How-
ever, during the hover, the wind was weaker at 2.5 m s21 onshore.
TheUASwas hovering at 33-m elevation relative to the sea surface
where the wind was likely stronger than measured.

The hovering UAS was oriented with the nose pointing in
the alongshore 1Y direction, so the lidar was oriented for
cross-shore scanning. The latitude and longitude of lidar
returns are converted to the UTM-based local China Rock
(X, Y) coordinates. The vertical locations of the lidar returns
are in NAVD88 and are demeaned to represent sea surface
elevation. The 2-Hz sampled locations of the UAS reveal that
the UAS maintained a nearly constant hovering position. The
UAS position x standard deviation sx 5 0.055 m is small as is
the y standard deviation sy 5 0.084 m, with maximum posi-
tion deviation , 0.2 m in x and y. During the hover, the UAS
held its orientation consistently with a heading standard
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FIG. 2. Georectified sea surface image in offset China Rock (x, y) coordinates with overlaid
lidar-based sea surface elevation h(x, y) (colored dots) at that specific time. The magenta dot in-
dicates the instantaneous UAS location, which is offset slightly from the time-averaged UAS
location. The solid, dash-dot, and dashed yellow circles represent radii of R 5 {0.4, 1, 2.4} m
around (x, y)5 (0, 0) m. The time is 1459:08 PDT 19 Jul 2022.
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deviation of 0.38, a pitch standard deviation of 0.78, and a roll
standard deviation of 0.58. The mean pitch was 0.88 and the
mean roll was 2.78 allowing the UAS to maintain position in
the wind for this hover. Stronger winds likely result in larger
position and heading, pitch, and roll variability.

An example of a single 10-Hz lidar snapshot is shown in
Fig. 2. We define a local coordinate system x5X 2X where
(X , Y) are the mean location of the UAS during the hover.
From the georectified image, a rough but not whitecapping sea
surface is visible with short wavelengths ’ 1 m that ride on top
of the longer sea and swell. The Velodyne Ultra lidar beams are
largely oriented along the 6x direction, also approximately the
direction of wave propagation, and lidar returns are largely

concentrated at |y|# 2 m. The number of lidar returns at this off-
shore location was significantly less than farther onshore due to
the lack of breaking waves and increased water clarity at this
cross-shore location (divers reported 6-m visibility 2 days later).
Lidar returns indicate that the sea surface h varies spatially at
60.5 m at a range of scales.

3. Lidar data processing and return statistics

We define a sampling region as a circle of radius R centered
on the mean hover location (x, y) 5 (0, 0) m. A circle is chosen
so as to not bias directional estimates; i.e., all directions have the
same sampling region width. We estimate lidar return statistics
and sea surface elevation and slopes as a function of R, which
varies from 0.4 to 2.4 m in 0.2-m increments. An example of sam-
pling regions is shown in Fig. 2 with radii of R 5 {0.4, 1, 2.4} m.
The number of lidar returns within a sampling region, defined as
Np(t; R), is higher for larger R (Fig. 2). We define two types of
averaging. The first is averaging over the lidar returns within the
sample region, denoted by h… i. The second is a time average
over the 692 s of the UAS hover, denoted by an overbar. Thus,
hhi is equal to zero.

The time-averaged number of lidar returns Np(R) varies from
six points for R5 0.4 m and increases quadratically to Np 5 225
for R 5 2.4 m (Fig. 3a). The ratio Np/R

2 is roughly constant at
’40 m22, indicating that the lidar return density is uniform
across the R range (0.4–2.4 m). At larger R, this ratio decreases
due to the lidar beam distribution, and R . 2.4 m is thus not
considered.

We estimate the time-averaged vertical variance of lidar re-
turns within a sample region s2

h(R) as

s2
h(R) 5 hh′2i, (1)

where h′
i (t)5 hi(t)2 hh(t)i. Thus, s2

h represents a combination
of instrument noise and the true sea surface variability. Themean
return vertical variance s2

h(R) varies in a weakly quadratically
manner from 0.005 m2 at R 5 0.4 m to 0.013 m2 at R 5 2.4 m
(Fig. 3b). Quadratic s2

h variation is consistent with the sea surface
primarily being a plane, whereas random and independent instru-
ment noise would lead to a s2

h(R) constant with R. Extrapolating
the curve to R 5 0 yields an instrument (lidar plus orientation/
position) h noise variance estimate of 0.0035 m2 or 0.06 m. The
quoted Velodyne Ultra Puck accuracy is 0.03 m, or half of the in-
ferred h noise standard deviation, suggesting the remainder is
due to UAS orientation and position uncertainty. The UAS ori-
entation and position uncertainty will be affected by variables
such as GNSS quality and IMU hardware. That the h noise stan-
dard deviation is so small relative to the expected wave amplitude
gives confidence in the results.

For a particular time, a minimum number of lidar returns
above a cutoff Nc are required [i.e., Np(t) . Nc] to estimate sea
surface parameters (see below); otherwise, interpolation over
that time is required. We define the fraction of time that data
are bad dbad(R, Nc) as the fraction of time that Np(t; R) , Nc.
Small dbad results in minimal time series interpolation prior to
estimating wave statistics, and the smaller Nc yields smaller dbad
and less interpolation. Yet small Nc may lead to noisy estimates
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FIG. 3. Lidar return statistics within the sample region vs radius
R. (a) The time-averaged number of returns within the sample re-
gion Np. (b) The mean variance of the sea surface returns within
the sample region s2

h [(1)]. (c) The dbad (fraction of time that the
return number is below Nc) as a function of the return cutoff num-
berNc and the radius R. The contour kinks reflect the discrete sam-
pling of R and Nc. The black-dashed line representsNc 5 10.
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of h and its slope. To determine what Nc to choose, we examine
the statistics of dbad as a function of R and Nc varying from
Nc 5 4 to Nc 5 20. For R . 1.2 m, the fraction of bad data
dbad(R, Nc) is largely independent of Nc (contour lines in Fig. 3c
are largely vertical) and dbad , 1023 for all Nc. For smaller
R # 0.6 m, dbad is always .0.05 and grows rapidly with Nc.
Thus, we do not consider further R # 0.6 m. As dbad only
weakly depends on Nc for R $ 0.8 m, we choose an intermedi-
ate Nc 5 10 for further analysis, resulting in a dbad , 0.013 for
R$ 0.8 m, resulting in minimum interpolation requirement.

To calculate wave spectra and directional moments, time se-
ries of h, ­h/­x, and ­h/­y at (x, y) 5 (0, 0) m are required. We
estimate these parameters using two different least squares fits:
1) a plane-fit and 2) a 2D parabola-fit, which are based on a
first- or second-order Taylor series expansion of the sea surface
around (x, y)5 (0, 0) m, consistent with the s2

h variation largely
being a plane (Fig. 3b). The fit parameters are estimated over a
range of R for times when Nc $ 10. The plane-fit fits a plane to
the available lidar returns in the sampling region, i.e.,

hi(t, xi, yi) 5
­h

­x
(t)xi 1

­h

­y
(t)yi 1 h(t), (2)

where (xi, yi) and hi are the observed horizontal position and
sea surface elevation of the lidar returns (Fig. 2), and there are
three fit parameters (h, ­h/­x, and ­h/­y). The 2D parabola-fit
fits to a 2D parabola, i.e.,

hi(t, xi, yi) 5
1
2
­2h

­x2
(t)x2i 1

1
2
­2h

­y2
(t)y2i 1

­2h

­y­x
(t)xiyi 1

­h

­x
(t)xi

1
­h

­y
(t)yi 1 h(t), (3)

and has three additional fit parameters ­2h/­x2, ­2h/­y2, and
­2h/­x­y. Both fits are performed for all times whereNp . Nc at
all R $ 0.8 m. Any times with Np , Nc lidar returns are line-
arly interpolated in time. Based on the time-averaged mean-
square fit error and the s2

h(R), the overall (time-averaged) fit
skill is .0.94 for all R $ 0.8 and both methods. At occasional
times, the fit skill can be reduced, but using fit skill to remove
parameter estimates had no effect on the results and is not per-
formed here.

The advantage of the plane-fit [(2)] is that, with fewer fit pa-
rameters, their estimates should be more stable. The disadvantage
is that, for a wavelength l, an R significantly shorter than l is re-
quired to resolve the wave. This places an upper-frequency limit,
through the surface gravity wave dispersion relationship [(A1)],
on the estimated parameters. As l gets smaller (frequency in-
creases), we expect the spectral levels to decrease with larger R,
as the fit essentially acts as a low-pass filter. The 2D parabola-fit
[(3)] has more fit parameters, which will have more noise than
that of the plane-fit. However, by including quadratic terms at a
fixed R, a shorter l should be resolvable relative to the plane-fit,
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FIG. 4. Time series of (a),(b) h and (c),(d) ­h/­x for R 5 2.4 m (blue) and R 5 0.8 m (orange-dashed) and Nc 5 10.
(left) The plane-fit and (right) the 2D parabola-fit.
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thereby increasing the resolved frequencies. Throughout, we will
explore the relative merits of both fit methods. At larger l, other
challenges are present that depend on R. The wave slope scales
as wave amplitude over wavelength a/l, and thus, these smaller
slopes will be harder to robustly estimate.

4. Lidar observations of sea surface and slope

a. Time series of h and ­h/­x

Short, 40-s, time series of the plane-fit and 2D parabola-fit h
and­h/­x for two radii are shown in Fig. 4 to illustrate the effects
of varying R and the fit method. Recall Nc 5 10 is fixed. The
plane-fit h with R5 2.4 m varies60.5 m with evident variability
over 3–8-s periods (Fig. 4a, blue curve). The R 5 0.8 m plane-fit
h varies similarly but has more high-frequency variability
(orange-dashed in Fig. 4a). The 2D parabola-fit h for R5 2.4 m
(Fig. 4b, blue curve) is quite similar to that of the plane-fit, and
the h for R 5 0.8 m also has more high-frequency variability
with some minor differences relative to the plane-fit h. The dif-
ferences in ­h/­x for the two radii are much starker (Figs. 4c,d)
than those for h. The plane-fit­h/­x for R5 2.4 m has a smooth
curve (Fig. 4c) with variability at time scales similar to h with

magnitude ’ 0.1, indicating weak nonlinearity. However, the
R5 0.8 m plane-fit h has significantly more high-frequency vari-
ability than forR5 2.4m. The 2Dparabola-fit­h/­x forR5 2.4m
(blue curve in Fig. 4d) is similar to the plane-fit. However, the 2D
parabola-fit with R 5 0.8 m ­h/­x has even more high-frequency
variability than for the plane-fit. For both h and­h/­x, the greater
stability and low-pass filtering effect of increasing R are evident.
The patternwith­h/­y is similar (not shown).

b. Time-averaged sea surface and slope statistics

To evaluate the h, ­h/­x, and ­h/­y from the two fit methods,
we examine two bulk statistics, squared significant wave height
H2

s and mean-square wave slope as a function of R. Significant
wave height Hs is defined in a standard manner through sea sur-
face elevation variance:

Hs 5 4h2
1/2
: (4)

Note this definition includes all frequencies up to the Nyquist
frequency of 5 Hz in the estimate of Hs. The mean-square
wave slope |=h|2 is

­h

­x

( )2
1

­h

­y

( )2
: (5)

For R 5 0.4 m and R 5 0.6 m, dbad 5 0.83 and dbad 5 0.2, re-
spectively (Fig. 5a). With so many bad data points, further
statistics are not calculated or examined for R # 0.6 m. For
R 5 0.8 m, dbad 5 0.03, and for larger R, the dbad is effectively
zero. Thus, we examine statistics for R $ 0.8 m only. The
plane-fit H2

s slowly decreases from 1.63 m2 at R 5 0.8 m to
1.52 m2 at R 5 2.4 m (Fig. 5b). This decrease is consistent
with the larger R, providing more statistical stability and
acting as a low-pass filter. Relative to the plane-fit, the 2D
parabola-fit H2

s is relatively constant with R only decreasing
slightly from 1.65 to 1.62 m2 over the R range. This indicates
that for this R range, the 2D parabola-fit with its extra fit pa-
rameters reduces the low-pass filter effect. For the plane-
fit, the mean-square slope |=h|2 decreases steadily from
0.011 at R 5 0.8 m to 0.0041 at R 5 2.4 m (Fig. 5c). For the
2D parabola-fit, |=h|2 is twice as large as for the plane-fit for
R 5 0.8, consistent with the ­h/­x time series (Fig. 4d). How-
ever, for R$ 1.2 m, the 2D parabola-fit |=h|2 is similar to that of
the plane-fit method (Fig. 5c). The decay with R suggests that
slope is more sensitive to R than h is for the 2D parabola-fit
method.

c. Spectra of sea surface elevation and slope

Sea surface elevation spectra Sh(f) are estimated for both
fit methods with 24 degrees of freedom (DOF) and frequency
resolution of ’0.01 Hz. Slope spectra S|=h|(f) are also esti-
mated from the spectra of­h/­x and­h/­y:

S|=h|( f ) 5 Shx
( f ) 1 Shy

( f ): (6)

We examine UAS-lidar wave spectra Sh(f) dependence on ra-
dius R for both fit methods and compare it to the wave spectra
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FIG. 5. (a) Fraction of time with bad data dbad, (b) squared sig-
nificant wave height H2

s [(4)], and (c) mean-square surface slope
|=h|2 [(5)] vs radius R all for Nc 5 10. In (b) and (c), the blue
and orange lines represent the plane-fit and 2D parabola-fit,
respectively.
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from the collocated Spotter wave buoy (Fig. 6). Hereafter, we
define three specific frequency bands. First, the swell band
spans 0.04 # f , 0.1 Hz. The sea band spans 0.1 # f , 0.4 Hz.
We also define a “chop” band as 0.4 # f , 1 Hz band. The
plane-fit Sh(f) for R $ 0.8 m matches well the Spotter wave
spectra across the 0.04 , f , 0.4 Hz band that encompasses
the swell and sea bands. In this band, the plane-fit and 2D
parabola-fit Sh(f) are nearly similar for all R $ 0.8 m. At this
location and depth, a frequency of 0.4 Hz corresponds to a
wavelength of l ’ 10 m, with ratio R/l being less than 0.25
for all R, indicating that the fit methods should be robust. At
frequencies . 0.4 Hz, Sh(f) decreases more rapidly for larger
R, consistent with the low-pass filter effect with larger R, and
at 0.6 Hz, significant Sh(f) differences with R are evident, par-
ticularly for the plane-fit (Fig. 6). The 2D parabola-fit Sh( f)
has less spectral variation with R in the “chop” (0.4–1 Hz)
band and then the plane-fit consistent with the H2

s changes
with R for both methods (Fig. 5b). This is likely a result of the
2D parabola-fit being able to resolve shorter wavelengths at a
particular R. For both methods, the spectral noise floor [i.e.,
flat Sh(f)] occurs at f . 1 Hz, corresponding to a wavelength
l of 1.6 m, with levels that decrease with R. At f 5 1 Hz, the
ratio of R/l varies from 0.5 to 1.5. At the larger R/l values,
the fit method will act as a low-pass filter, as observed in
Fig. 6. The noise floor depends on method and R, but for

R $ 1.2 m, the noise floor is ,1024 m2 s21. Overall, either
method will work well for estimating wave spectra in the sea–
swell (0.04–0.4 Hz) band.

We next examine the effect of R on slope spectra S|=h|( f)
[(6)] for both the plane-fit and 2D parabola-fit methods
(Fig. 7). The Spotter does not report wave slope, and thus, a
direct comparison cannot be made. However, from the Spot-
ter wave spectra, we can estimate slope spectra as k2( f)Sh( f),
where k is estimated from the linear dispersion relationship
[(A1)] at each frequency at a depth of 10 m. In the swell band
(f , 0.1 Hz), the plane-fit and 2D parabola-fit S|=h|(f) for
R 5 0.8 m are elevated, indicating noise contamination. In
this band, the S|=h|( f) converges with larger R (Fig. 7), sug-
gesting that for R $ 1.2 m, the slope spectra are well esti-
mated. In addition, in the swell band, the Spotter inferred
k2Sh(f) (black-dashed in Fig. 7) matches well the slope spectra
for R $ 1.6 m, further suggesting S|=h|( f) is well estimated in
this band. For R $ 1.6 m, the equivalent swell-band wave
slope (ak)swell 5 0.0085 [(A2)], corresponding to an angle of
0.498, is very small.

In the 0.1 , f , 0.4 Hz sea band, the spectra are similar for
both methods for all R . 0.8 m. Consistent with this, the
equivalent sea-band wave slopes (ak)sea [(A2)] are similar in
this band varying from 0.076 to 0.072. In addition, the inferred
Spotter k2Sh( f ) matches well the slope spectra, which all
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FIG. 6. UAS-lidar sea surface elevation spectra Sh(f) vs frequency for the (a) plane-fit and
(b) 2D parabola-fit methods for R5 {0.8, 1.2, 1.6, 2.0, 2.4} m. The black-dashed curve is the Spot-
ter wave buoy spectrum over the same time period (shown out to 1 Hz). The black error bar in-
dicates the 95% spectra confidence limits at 24 DOF for both lidar- and wave buoy-based spec-
tra. On the top is shown the wavelength l associated with select f through the linear surface
gravity wave dispersion relationship [(A1)] at a depth of 10 m. The gray vertical lines demarcate
the swell, sea, and chop frequency bands as indicated in (b).
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together suggests that slope spectra are well estimated in
this band. At higher frequencies (f . 0.4 Hz), the S|=h|( f), sepa-
rate as a function of R, is consistent with the reduced
|=h|2 with R (Fig. 5c) and the low-pass filter interpretation.
Generally at f . 2 Hz for both methods, a noise floor is
reached, whose level is lower for larger R, also consistent with
the low-pass filter interpretation. For both methods, at R 5 0.8,
the S|=h|( f) has a peak near f 5 0.6 Hz which only weakly de-
cays out to 1 Hz, whereas the slope spectra for larger R fall off
much more rapidly. In the “chop” band (0.4 , f , 1 Hz), the
equivalent ak is similar to that in the sea band and varies from
0.1 to 0.05 for R 5 0.8 m to R 5 2.4 m, consistent with Fig. 7.
The Spotter inferred slope spectra k2Sh( f) match very well the
R 5 0.8 m 2D parabola-fit S|=h|( f) in this band, suggesting that
the slope of waves with wavelength as small as 1.6 m may
be well estimated with the parabola-fit. Similar to |=h|2 and H2

s

(Figs. 5b,c), slope spectra S|=h|( f) are more sensitive to
R than Sh( f) particularly at lower and higher frequencies.
Overall, the results suggest that for R$ 1.2 m, the slope spectra
are well estimated at f, 0.4 Hz.

5. Directional Fourier coefficients and
directional moments

Wave-directional Fourier coefficients depend not only on the
spectra of h, ­h/­x, and ­h/­y but also on their cross-spectra

(Longuet-Higgins et al. 1963). Here, we estimate the direc-
tional Fourier coefficients [a1( f), b1( f), a2( f), b2( f)] from
the UAS-lidar derived spectra and cross-spectra using standard
methods (appendix) for R $ 1.2 m and both fit methods
(Fig. 8). The plane-fit a1( f) follows the Spotter a1( f) for R$ 2 m
in the swell band (0.04 , f , 0.1 Hz). Most of the mismatch
occurs near 0.08–0.09 Hz, where the Sh and slope spectra lev-
els are reduced (Figs. 6 and 7). The plane-fit a1( f) matches the
Spotter a1( f) in the sea band (0.1 , f , 0.4 Hz) for all
R (Fig. 8a). The 2D parabola-fit a1( f) is overall similar but is
closer to the Spotter a1( f) in the swell band for the largest
R (Fig. 8b). Overall, b1( f), a2( f), and b2( f) also agree well
with the Spotter in the sea band (0.1, f, 0.4 Hz) for the range
of R (Figs. 8c–h) for both methods. For both methods, b1( f) and
b2( f) match the Spotter’s estimate in the swell band for larger
R (Figs. 8c,d,g,h). However, for a2( f), the comparison is poor in
the swell band (Figs. 8e,f). The Spotter a2( f) is quasi-constant in
the swell band. For smaller R, the a2( f) for both methods varies
strongly across the swell band but becomes more constant at
largerR, albeit at a lower value than the Spotter.

The preceding comparison between estimated directional
Fourier coefficients and those of the Spotter is qualitative. Here,
we make the comparison quantitative with an unweighted mean-
square error metric defined as

ea1 5 {[a1(f ) 2 aSp1 ( f )]2}, (7)
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FIG. 7. UAS-lidar sea surface elevation slope spectra S|=h| [(6)] vs frequency for the (a) plane-
fit and (b) 2D parabola-fit methods for R 5 {0.8, 1.2, 1.6, 2.0, 2.4} m. The black-dashed curve is
the Spotter estimated slope spectrum k2Sh(f) using the dispersion relationship [(A1)] and a
depth of 10 m. The black error bar indicates the 95% spectra confidence limits at 24 DOF for
the lidar-based spectra. On the top is shown the wavelength l associated with select f through
the linear surface gravity wave dispersion relationship at a depth of 10 m.
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where the {… } represents an average over the frequency
band 0.04–0.25 Hz and aSp1 is a1 from the Spotter. This sea–
swell frequency band contains the bulk of the wave energy
(Fig. 6) and also is the range where the Spotter has been

validated (Raghukumar et al. 2019). The errors for the other
directional Fourier coefficients eb1, ea2, and eb2 are similarly
defined. These errors are estimated for both plane-fit and 2D
parabola-fit methods. Consistent with Figs. 8a and 8b, the
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FIG. 8. Directional moments (a),(b) a1(f), (c),(d) b1(f), (e),(f) a2(f), and (g),(h) b2(f) vs frequency for (left) plane-
fits and (right) 2D parabola-fits for five different sampling region radii of R 5 {1.2, 1.6, 2.0, 2.4} m. The dashed line is
the Spotter wave-buoy-derived directional moments. Note that we limit comparison to 0.04–0.4 Hz.
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mean-square error ea1 decreases with increasing R with small-
est error ea1 ’ 0.005 at R 5 2.4 m (Fig. 9a), which is a small
error relative to the a1( f) variability (Fig. 8a). The 2D
parabola-fit method has slightly lower ea1 than the plane-fit
method. For b1( f), eb1 is small for all R and largely decreases
with R, and the 2D parabola-fit method is marginally better
than the plane-fit (Fig. 9b). Consistent with Figs. 8e and 8f,
the ea2 has the largest error of all directional Fourier coeffi-
cients (Fig. 9c). For the 2D parabola-fit, ea2 decreases or pla-
teaus with R, whereas the plane-fit ea2 is not monotonic, and for
R$ 2 m, the 2D parabola-fit ea2 is substantially larger than that
of the plane-fit. For b2( f), the error eb2 is large for small R and
largely decreases with R (Fig. 9d). As with other directional
Fourier coefficients, the 2D parabola-fit has smaller eb2 than the
plane-fit and at R 5 2.4 is at levels similar to ea1. Note that an
energy-weighted error metric gives similar results as (7).

Accurately estimating directional Fourier coefficients is es-
sential for any directional wave measurement, whether wave
buoy or remote sensing. However, interpreting these directional
Fourier coefficients can be opaque. For practical interpretation
of directional wave properties, the directional Fourier coeffi-
cients are used to estimate directional moments such as the
mean wave angle u( f) and a directional spread su( f) at each
frequency (Kuik et al. 1988, also see the appendix). Alterna-
tively, they are used as inputs for directional spectra estimators

such as MEM or IMLE (e.g., Oltman-Shay and Guza 1984).
Mean wave direction has two definitions u1( f) [(A7)] and u2( f)
[(A8)] which use (a1, b1) and (a2, b2), respectively (Kuik et al.
1988). The mean wave angle is defined as the direction of wave
propagation in the China Rock coordinate system. Thus, on-
shore propagating waves with a component in the 1y direction
have positive u and with a component in the 2y direction have
negative u. Similarly, wave directional spread has two defini-
tions (Kuik et al. 1988): the first su( f) [(A9)] utilizing (a1, b1)
only and s∗

u(f ) utilizing all directional Fourier coefficients
[(A10)]. We estimate directional moments across the swell
and sea bands for both fit methods at R 5 2.4 m, which re-
sulted in the smallest directional Fourier coefficient error. The
R5 2.4 m corresponds to R/l 5 0.24 at the highest sea-band
frequency (f 5 0.4 Hz), indicating that the low-pass filter ef-
fect is still weak.

For the two methods, the u1( f) varies from ’258 to 08 in
the swell band and, in the sea band, is largely negative and
reducing with frequency. The u1( f) from the two methods
largely agrees well with the Spotter (Fig. 10a), consistent with
the well-estimated a1( f) and b1( f) (Figs. 8 and 9). The largest
u1( f) differences between the two methods and Spotter wave
buoy occur in the swell band with differences as large as 138
for the plane-fit method. Using energy-weighted directional
Fourier coefficients (appendix), the 2D parabola-fit swell band
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FIG. 9. Directional Fourier coefficient errors vs radius R for (a) ea1, (b) eb1, (c) ea2, and (d) eb2 based on (7). The solid
curve is from the plane-fit, and the dashed is from the 2D parabola-fit. [The error metric (7)] is integrated over the fre-
quency band from 0.04 to 0.25 Hz containing the majority of wave energy and where the Spotter has been validated.
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u1,swell 5 288, whereas the Spotter has a reduced wave angle
u1,swell 5 218 (Table 1). In the sea band, the 2D parabola-fit
u1,sea 5298 is quite good with the Spotter u1,sea 5278.

For both methods, u2( f) varies from 358 to 08 in the swell
band and steadily decreases in the sea band similar to u1( f)
(Fig. 10b). In the sea band, u2( f) for both methods is nearly
identical and matches well with the Spotter. In the swell band,
u2( f) has a larger magnitude than that of the Spotter, with the
2D parabola-fit moderately closer to the Spotter. Even with the
relatively large ea2 (Fig. 9c), the overall u2( f) compares well
with the Spotter in the swell band.

For the plane-fit, the first directional spread estimator su( f)
(A9) is ’208 at the f 5 0.06 Hz Sh( f) peak and is larger ’408
near f 5 0.085 Hz where Sh( f) is reduced (Fig. 10c). The 2D
parabola-fit su is moderately closer to that of the Spotter. In the
sea band, the two estimators and the Spotter su( f) increase sim-
ilarly with f, where the Spotter is generally larger than the two

estimators. The second directional spread estimator s∗
u(f ) (A10)

is ’128 at the f 5 0.06 Hz Sh( f) peak and is consistent with the
Spotter s∗

u 5 108 (Fig. 10d). At higher swell-band frequencies
where the energy is low, s∗

u(f ) increases like that of the Spotter.
In the sea band, the estimated s∗

u generally increases from ’138
at f 5 0.1 Hz to ’258 at f 5 0.4 Hz with some fluctuations. In
this band, the Spotter s∗

u has a similar pattern increasing from
178 to ’258 with few fluctuations. Overall, both su( f) and s∗

u(f )
compare well with the Spotter, particularly at frequencies where
Sh( f) is energetic (Fig. 6), with the 2D parabola-fit performing
slightly better. In sum, the results in Figs. 8 and 10 demonstrate
the effectiveness of this method in estimating directional proper-
ties from a UAS with a mounted multibeam scanning lidar.

6. Energy-weighted (bulk) wave statistics comparison

In sections 4c and 5, we focused on frequency-dependent
quantities such as spectra and directional Fourier coefficients.
Here, we focus on energy-weighted (or bulk) wave statistics
averaged across the sea–swell (0.04–0.4 Hz) band (Table 1).
For UAS-lidar statistics, the 2D parabola-fit with R 5 2.4 m is
used. Over the sea–swell band, the UAS-lidar Hs 5 1.24 m is
slightly larger than the Spotter wave buoy Hs 5 1.17 m, re-
flecting the slightly lower Spotter wave spectrum (Fig. 6). The
UAS-lidar and Spotter peak period are identical at Tp 5 17.0 s.
The energy-weighted UAS-lidar mean period T 5 6:2 s is
nearly identical to the Spotter T 5 6:1 s, reflecting the good
agreement between the two spectra (Fig. 6). The UAS-lidar
sea–swell mean direction u 5 28 is also very close to that of the
Spotter u 5 18 (Table 1). The UAS-lidar directional spread in
the sea–swell band s∗

u 5 258 is slightly larger than that for the
Spotter s∗

u 5 218, consistent with the differences in the s∗
u(f )

(Fig. 10d). We also examine the directional moments individu-
ally in the sea (0.1–0.4 Hz) and swell (0.04–0.1 Hz) bands. The
sea-band UAS-lidar u1,sea 5298 and s∗

u,sea 5 208 are similar to
the Spotter u1,sea 5278 and s∗

u,sea 5 198, consistent with the
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FIG. 10. Mean directions (a) u1 [(A7)] and (b) u2 [(A8)] and di-
rectional spreads (c) su(f) [(A9)] and (d) s∗

u [(A10)] vs frequency
for the plane-fit (blue) and 2D parabola-fit (orange) both at R 5

2.4 m, and Spotter (black).

TABLE 1. Energy-weighted bulk wave statistics for the UAS-
lidar and Spotter wave buoy: UAS lidar statistics are for R 5 2.4 m
and the 2D parabola-fit method. Shown are wave statistics over
the sea–swell (0.04–0.4 Hz) band: Significant height Hs, peak period
Tp, energy-weighted mean period T , mean direction u1, and
directional spread s∗

u. Sea (0.1–0.4 Hz) and swell (0.04–0.1 Hz)
mean direction (u1,sea, u1,swell) and directional spread (s∗

u,sea, s∗
u,swell)

are also shown. Energy-weighted statistics are described in the
appendix.

UAS lidar Spotter wave buoy

Hs (m) 1.24 1.17
Tp (s) 17.0 17.0
T (s) 6.2 6.1

u1 (8) 28 18

s*
u (8) 258 218

u1,sea (8) 298 278

s*
u,sea (8) 208 198

u1,swell (8) 288 218

s*
u,swell (8) 168 118
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similar sea-band u1( f) and s∗
u(f ) for UAS-lidar and Spotter

(Figs. 10a,d). The differences in swell-band directional moments
between UAS-lidar and Spotter are larger than the sea-band
differences, also reflective of the swell-band u1( f) and s∗

u(f )
UAS-lidar and Spotter differences. The swell-band UAS-lidar
u1,swell 5 288 is larger than the Spotter u1,swell 5 218 (Table 1),
and similarly, the UAS-lidar s∗

u,swell 5 168 is moderately larger
than the Spotter s∗

u,swell 5 118. The energy-weighted directional
moments have much reduced differences between UAS-lidar
and Spotter, as the frequency-averaging reduces the noise in the
directional Fourier coefficients. Overall, the good comparison of
energy-weighted wave statistics between the UAS-lidar and the
Spotter wave buoy demonstrates that the UAS-lidar is an effec-
tive tool for estimating wave statistics.

7. Summary and discussion

Here, we have developed and tested a method for estimating
directional wave properties analogous to a wave buoy from a
UAS with mounted multibeam scanning lidar. The method was
tested with an 11-min hover at the location of a Spotter wave
buoy on the rocky inner shelf at 10-m water depth offshore of
the Monterey Peninsula. For this hover, the UAS can effectively
maintain a relatively fixed hover location. The lidar beams were
oriented onshore/offshore approximately in the direction of wave
propagation. Given the density and distribution of lidar returns
even for the largestR5 2.4 m (Fig. 2), directional wave properties
are likely not sensitive to lidar orientation relative to wave propa-
gation. The method fits either a plane or a 2D parabola to lidar re-
turns within a circular sampling region of radius R varying from
0.8 to 2.4, resulting in estimates of the sea surface and its slope.
Requiring at leastNp5 10 points within the sampling region leads
us to consider radii with R$ 0.8 m. Return and wave statistics are
examined as a function of the radius of the sampling region and
two methods. Results depend onR and weakly on the method.

Overall, the sea surface elevation spectrum Sh( f) comparison
between the Spotter and the UAS-lidar is quite good for
R $ 0.8 m. This is similar to the accurate wave spectra esti-
mated in the swash zone (Brodie et al. 2015) and across the
surfzone (Fiedler et al. 2021). However, our observations are
on the inner shelf, seaward of the surfzone, where the lack of
foam reduces the number of returns. In addition, the water
was unturbid and had a diver-reported visibility of 6 m. Untur-
bid water also inhibits lidar returns. That Sh( f) and directional
parameters were so well estimated suggests that the return
number was sufficient in this case. It also suggests that this
methodology can also be applied to many other ocean regions
where waves are not breaking. For tropical waters with 301 m
visibility, the number of lidar returns is likely substantially less
and this method may be less useful. A spectral noise floor
of 1024 m2 s21 (Fig. 6) implies that a sea–swell band Hs of
$0.03 m can be measured.

The convergence of the slope spectra S|=h|( f) at larger R and
the good comparison with an inferred slope from the Spotter
wave buoy indicate that the wave slope is well estimated in the
swell band for R $ 1.6 m and in the sea band for all R. Overall,
the slope spectra S|=h|( f) are more sensitive to R than Sh( f) par-
ticularly at the lower and higher frequencies. For R $ 1.6 m, the

swell-band equivalent wave slope (ak)swell 5 0.0085 (A2) is very
small. This demonstrates the challenge of estimating slope in the
swell band and also speaks to the accuracy of the georeferenced
lidar data and the ability of the method to accurately fit slopes
for larger radii. The swell-band (0.04–0.1 Hz) waves have wave-
length varying from 245 to 96 m. For normally incident waves,
the array width 2R is ,5 m, indicating that swell-band wave
slope can still be accurately estimated with such a small array
width. At a particular frequency, wavelengths are longer in deep
water, so larger radii may be needed in the swell band. This may
potentially bias directional estimates due to the lidar beam distri-
bution. The sea-band wave slope (ak)sea ’ 0.075 is an order of
magnitude larger than that of the swell band and is similar for all
R, suggesting that it is well estimated in this band. The relatively
small (ak)sea also suggests that nonlinearities are weak in this
band. In the sea band, the ratio 2R/l is always ,0.5, indicating
that the wave slope should not be aliased. In the “chop” band
frequencies (0.4–1 Hz), the R 5 0.8 m 2D parabola-fit matches
well the wave buoy inferred slope (Fig. 7b), whereas wave slopes
for larger R are reduced substantially due to the low-pass filter
effect (or aliasing). Although this comparison is indirect, it sug-
gests that the high-frequency fluctuations in the h and­h/­x time
series for R 5 0.8 m (Fig. 4) are real and not noise. If the wave-
buoy-derived slope is accurate in the “chop” (0.4–1 Hz) band,
the georeferenced lidar data and this methodology may also be
useful in inferring wave properties in the chop band. In regions
where wave fronts are very steep, such as surfzone bores, this
method for estimating slope spectra may have errors.

Directional Fourier coefficients are computed from Sh( f), the
individual components of slope spectra, and their cross-spectra,
all of which have signal and noise. All four coefficients compared
well to the Spotter in the sea band, and only a2( f) did not per-
form well in the swell band. This is likely due to the functional
form of a2( f) which depends on the difference in the x and y
slope spectra Shx

(f )2 Shy
(f ) (A5), which if the signal-to-noise

ratio is low would bias a2( f) low. Only a2( f) has a difference in
the numerator (A3)–(A6), and thus, only a2( f) is expected to
have this bias due to low signal-to-noise ratio. In the swell band,
slopes are very small, and thus, the spectral signal-to-noise ratio
is reduced, which when subtracted (A5) could bias a2( f) low in
the swell band. Generally, the signal-to-noise ratio of the spectra
depends on the particular wave conditions. From 0.04 to 0.25 Hz,
the 2D parabola-fit at the largest R5 2.4 m gave the best results.
In the sea band, the comparison of directional moments (Fig. 10)
was quite good. In the swell band, the magnitude of the mean
wave angle and the directional spreads were larger than that of
the Spotter.

In the discussion between UAS-lidar derived and Spotter
quantities, we have not explicitly considered the errors of the
Spotter wave buoy. The Spotter wave buoy has only been com-
pared to Datawell wave buoys across from 0.05 to 0.3 Hz
(Raghukumar et al. 2019), although we show Spotter wave buoy
results out to 1 Hz. Thus, any conclusions based on comparison
with Spotter between 0.3 and 1 Hz are tentative. The differences
in wave spectra between Spotter and Datawell Waverider buoys
(Raghukumar et al. 2019) are consistent with the differences ob-
served here (Fig. 6). Mean wave direction (energy weighted
0.05–0.3 Hz) has rms differences to a Waverider buoy of ’58,

F E DDER S E N E T A L . 527MAY 2024

Brought to you by UNIVERSITY OF CALIFORNIA San Diego - SIO LIBRARY 0219 SERIALS | Unauthenticated | Downloaded 05/23/24 04:48 PM UTC



consistent with the differences observed here in the sea band.
More recently, wave buoys were compared to a fixed-location
pressure sensor array over a 3-month period (Collins et al.
2024). This comparison was performed across a low-frequency
band (0.035–0.065 Hz), a mid-frequency band (0.065–0.165 Hz),
and a high-frequency band (0.165–0.26 Hz). Overall, the Spotter
wave height and wave direction are compared well to those of
the pressure sensor array in the mid- to high-frequency bands.
This is consistent with our good comparison in the sea band.
However, in the low-frequency band, the Spotter wave buoy had
significant differences in wave height and wave angles relative to
the pressure sensor array. In particular, root-mean-square wave
angle errors were 88 (Collins et al. 2024), which is consistent with
the swell-band u1,swell differences of 78 between the UAS-lidar
and Spotter (Table 1 and Figs. 10a,b). It is thus unclear whether
the UAS-lidar or Spotter wave angle is more accurate in the swell
band. Overall, the internal consistency of the UAS-lidar-derived
results and their good comparison to the Spotter wave buoy dem-
onstrate that this is an effective tool for estimating wave statistics.
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APPENDIX

Dispersion Relationship, Directional Fourier
Coefficients, and Directional Moments

For reference, the linear dispersion relationship for surface
gravity waves is

v 5
���������������
gktanh(kh)√

, (A1)

where v 5 2pf is the wave radian frequency, g is the gravity,
k is the wavenumber, and h is the still water depth. In wave
theory, the monochromatic wave slope ak is a standard mea-
sure of wave nonlinearity. From the slope spectra, an equiva-
lent swell- and sea-band ak is calculated as

(ak)swell 5
������������������
2
�
swell

S|=h| df

√
, (A2)

where the swell band is 0.04 # f , 0.1 Hz. Similarly, (ak)sea is
defined over the 0.1 # f , 0.4 Hz band and (ak)chop is defined
over the 0.4 # f , 1 Hz band.

We define the directional moments used to calculate the
mean wave angle u( f) and directional spread su( f). As in the
text, sea surface elevation spectra are given by Sh( f) and
cross-shore and alongshore slope spectra are given by Shx

(f )
and Shy

( f ), respectively. The cospectrum (real part of the
cross-spectrum) between hx and hy is given by Chxhy

( f ). The
quad-spectrum (imaginary part of the cross-spectrum) between
h and hx is defined as Qhhx

(f ) and similarly between h and
hy. With these definitions, the directional moments are (e.g.,
Longuet-Higgins et al. 1963; Kuik et al. 1988; Herbers et al.
1999)

a1(f ) 5

�p

2p

cos(u)E(f , u)du�p

2p

E( f , u)du
5

2Qhhx
(f )

{Sh(f )[Shx
(f ) 1 Shy

( f )]}1/2 ,

(A3)

b1(f ) 5

�p

2p

sin(u)E(f , u)du�p

2p

E(f , u)du
5

2Qhhy
(f )

{Sh(f )[Shx
( f ) 1 Shy

(f )]}1/2 ,

(A4)

a2(f ) 5

�p

2p

cos(2u)E(f , u)du�p

2p

E( f , u)du
5

Shx
(f ) 2 Shy

( f )
Shx

(f ) 1 Shy
( f ) , (A5)

b2(f ) 5

�p

2p

sin(2u)E(f , u)du�p

2p

E(f , u)du
5

2Chxhy
(f )

Shx
(f ) 1 Shy

(f ) : (A6)

The directional moments, such as mean wave angle and direc-
tional spread, are functions of the Fourier coefficients (e.g.,
Kuik et al. 1988):

u1(f ) 5 tan21 b1(f )
a1(f )
[ ]

, (A7)

u2(f ) 5 0:5 tan21 b2( f )
a2( f )
[ ]

, (A8)

su(f ) 5
������������������������������������������������������
2{1 2 a1(f )cos[u1(f )] 2 b1( f )sin[u1(f )]}

√
, (A9)

s∗
u(f ) 5

������������������������������������������������������������
0:5{1 2 a2( f )cos[2u1( f )] 2 b2( f )sin[2u1( f )]}

√
:

(A10)

These directional moments are in radians and converted to
degrees. We also estimate the mean wave angle averaged over
the sea and swell band from energy-weighted directional
Fourier coefficients, i.e., for the swell-band a1,swell,
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a1,swell 5

�
swell

a1( f )S(f )df�
swell

S(f )df
, (A11)

and similarly for the other Fourier coefficients. The mean
wave angle in the swell (or sea) band is then defined as

u1,swell 5 tan21
b1,swell

a1,swell

( )
: (A12)
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