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ABSTRACT
Waves and wave breaking are important to many deep and shallow water processes. We 
describe the wavedrifter, an in situ water-following inertial measurement unit (IMU)-based 
drifter that measures wave steepening and overturning kinematics, and the subsequent 
transition to turbulence. The wavedrifter has 5 cm diameter, 77 g mass, and 0.84 saltwater 
speci!c gravity. GPS provides time synchronization. MATLAB’s Attitude, Heading, Reference 
System (AHRS) library provides wavedrifter orientation. Laboratory experiments quantify the 
wavedrifter vertical oscillation mode, water following properties, and ability to reproduce wave 
spectra for small, f à 1:5 Hz waves. The wavedrifter observed wave overturning and the 
transition to turbulence at the Surf Ranch wave basin. Synchronized video observations provide 
context. The upper-back of the overturn had large (⇡ 4g) accelerations and 14g acceleration 
magnitude occurs with the impact of the overturning jet. Trajectories reveal the Lagrangian 
structure of the overturn and subsurface vortex. Although it has limitations, the wavedrifter is 
a powerful in situ tool to probe wave processes.
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1. Introduction

Waves and wave breaking are important to many deep 
and shallow water processes. Deep water wave break-
ing drives many aspects of air-sea exchange (e.g. Deike  
2022). Shallow water surface wave breaking generates 
turbulence (e.g. Feddersen 2012), drives nearshore cur-
rents (e.g. Feddersen et al. 1998; Haines and Sallenger  
1994), and suspends and transports sediment (e.g. 
Hoefel and Elgar 2003; Vittori 2003). Knowledge of 
surfzone wave processes is also essential for the esti-
mation of wave runup (e.g. Fiedler et al. 2021) and 
wave impact forces (e.g. Bullock et al. 2007).

The "uid dynamics of deep and shallow water wave 
breaking has been examined through both laboratory 
experimental (e.g. Blenkinsopp and Chaplin 2008; 
Govender, Mukaro, and Mocke 2023; Lenain, Pizzo, 
and Melville 2019) and numerical (e.g. Landrini et al.  
2007; Derakhti et al. 2020; Mostert, Popinet, and; Deike  
2022) studies. Field studies of deep and shallow water 
waves have leveraged advancements in remote sen-
sing techniques such as optical (e.g. Holman and Haller  
2013; Saez, Catalan, and Valle 2021), LiDAR (e.g. 
Feddersen et al. 2023; Lenain and Pizzo 2020; O’Dea, 
Brodie, and Elgar 2021), and thermal infrared cameras 
(e.g. Carini et al. 2015; Jessup et al. 1997). However, 
remote sensing has its limits, and the detailed "uid 

dynamics of wave steepening, overturning, and transi-
tion to turbulence remain poorly understood. Thus, 
there is compelling interest in an in situ instrument 
that can observe the steepening and overturning of 
surface gravity waves as well as the subsequent transi-
tion to turbulence. Here we present the wavedrifter 
a highly compact, water-following, and low-cost IMU- 
based drifter that can observe these aspects of surface 
gravity waves.

Wave buoys (e.g. Longuet-Higgins, Cartwright, and 
Smith 1963; Mitsuyasu et al. 1975, and many others) 
estimate second-order wave parameters such as spec-
tra and directional moments, and related parameters 
such as peak period or signi!cant wave height HS. The 
emergence of new technological alternatives for in situ 
wave observation has facilitated the proliferation of 
smaller, low-cost, and low-power sensor packages. 
Following the pioneering work of Herbers et al. 
(2012), GPS-based wave buoys have proved highly 
e#ective in capturing wave spectra and directional 
moments in the sea-swell (0:05< f < 0:3 Hz) frequency- 
band (e.g. Amador, Merri!eld, and Terrill 2023; 
Centurioni et al. 2017; Collins et al. 2023; Raghukumar 
et al. 2019). Wave buoys have also been equipped with 
inertial measurement units (IMUs; a combination of 
accelerometers, gyroscopes, and magnetometers). 
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Fixed IMUs deployed on ice were initially used to 
measure surface gravity waves (Kohout et al. 2015; 
Rabault et al. 2016). Wave-buoy IMU-based systems 
have since been developed and shown to be accurate 
in estimating in situ ocean wave spectra at frequencies 
f > 0:1 Hz (Rabault et al. 2022) and f > 0:25 Hz (Kodaira 
et al. 2022). Using a microSWIFT (IMU-based) drifting 
wave buoy and combining !ltering and integrating 
vertical acceleration for position, buoy and ADCP- 
based wave heights calculated using a zero-crossing 
algorithm were consistent in ⇡ 4:5 m water depth 
(Rainville et al. 2023). These GPS and IMU wave 
buoys are designed only to estimate second-order 
wave properties such as spectra (or wave height and 
peak/mean period) and directional moments. 
However, modern wave buoys have telemetry (e.g. 
Centurioni et al. 2019; Smit et al. 2021) and are 
designed to be robust and low power enabling long- 
duration missions in sea-ice (e.g. Nose et al. 2023) or 
hurricanes (e.g. Thomson et al. 2023). Identifying 
wave breaking events also is of interest and a task 
well suited to IMU-based systems. Accelerations mea-
sured by an IMU onboard a 2.15-m long and ⇡ 20 kg 
SWIFT drifter (Thomson 2012; Thomson et al. 2019) 
were used to classify deep water wave breaking 
events (Brown et al. 2018). Similar techniques were 
employed to identify and classify depth-limited 
breaking events and bore encounters using a 40 cm 
diameter and 1 kg spherical buoy (Brown and Paasch  
2021). Although these IMU-based systems were suc-
cessful in estimating wave breaking, these systems 
cannot be considered Lagrangian or water-following 
in the context of steep, overturning, or broken waves 
(bores).

An alternative approach that is water-following (truly 
Lagrangian) is required to study the steeping and over-
turning of highly nonlinear surface gravity waves and 
the subsequently generated turbulence. Such a water- 
following drifter must be small relative to the scales of 
"ow variation within an overturn and be low-mass with 
relatively high drag. Amador et al. (2012) and Amador 
and Canals (2016) developed small quasi-Lagrangian 
IMU-based spherical drifters with 7–10 cm diameters 
and speci!c gravity of ⇡ 0:8 to measure accelerations 
within steep, overturning waves. Initial !eld observa-
tions in 2 m plunging waves over a coral reef revealed 
wave kinematics in an overturn and the subsequent 
turbulence. Maximum acceleration magnitudes of 20g 
were reported. However, the water-following nature of 
the drifter was uncertain. Furthermore, there was no 
synchronization to other instruments or video, and 
thus the precise part of the wave being sampled was 
unclear. The use of such quasi-Lagrangian drifters to 
study wave phenomena has remained largely explora-
tory and qualitative in nature.

Here, we present the wavedrifter, a new water- 
following (Lagrangian), IMU-based drifter, surpassing 
its predecessor (Amador and Canals 2016) in terms of 
compactness, water-following properties, technological 
sophistication, cost, and versatility. The wavedrifter is 
described in Section 2. Wavedrifter laboratory and !eld 
tests quantify its buoyancy oscillation mode, its 
response to laboratory high-frequency (f à 1:5 Hz) 
waves, and its water following properties (Section 3). 
The capability of a wave drifter to observe the kine-
matics of wave overturning is presented in Section 4 
with experiments at the Kelly Slater Wave Company’s 
Surf Ranch, a wave basin designed for sur!ng but used 
here as a large-scale laboratory. Wavedrifter limitations 
and improvements are discussed in Section 5. Section 6 
provides a discussion and concept for a future 
experiment.

2. Wavedrifter description

2.1. Exterior housing

The wavedrifter was designed to be water following by 
co-optimizing two factors : (1) be as small as possible 
while still containing the electronics and (2) have ele-
vated drag. The exterior housing consists of two half- 
spheres that when joined form the wavedrifter body, 
which has an outer-diameter of 5 cm and an inner 
diameter of 4.18 cm (Figure 1a). Attached to the outer 
surface of the sphere, three 1-cm wide rings run along 
the sphere at a latitude of zero degrees (i.e. equator) 
and longitude of −90, 0, 90, and 180 degrees 
(Figure 1a). These rings provide extra drag to increase 
the wavedrifter’s water following properties. On the 
joining surface of the two half-spheres is a groove for 
an O31 o-ring. The two halves of the wavedrifter exter-
ior housing are joined and sealed using four M2.5 
screw/hex nut pairs at four reinforced locations 
where the rings intersect (Figure 1a,b). A 1.7 cm wide 
circular port is placed on the exterior housing where an 
IP68 push-button switch is seated (Figure 1a,b). The 
two half-spheres were 3D printed with FormLabs 
Durable resin to ensure strength under pressure and 
a smooth surface for the O-ring. One side of the exter-
nal housing is red to be highly visible and the other 
side is translucent allowing the internal LED to be 
visible (Figure 1b). The exterior housing with switch 
was hydrostatically tested to a depth of 7 m without 
leaking. Exterior housing costs are approximately 
$150 per wavedrifter.

2.2. Electronics and internal housing

The wavedrifter electronics are enclosed inside the 
drifter body (Figure 1c,d). The wavedrifter microcon-
troller is a PJRC Teensy 3.2. A Pololu breakout board for 
a microSD card is used for data storage. The electronics 
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are powered by a 3.7 V 250mAh lithium-ion battery. 
We use the ICM 20,948 9 degrees-of-freedom Micro- 
electromechanical (MEM) inertial measurement unit 
(IMU) with accelerometer, gyroscope, and magnet-
ometer that is manufactured by TDK. The IMU is 
mounted on a breakout board assembled by 
Pimoroni. The IMU has a ⌃16g three-axis acceler-
ometer, a ⌃2000 dps (degrees per second) three-axis 
gyroscope, and a three-axis magnetometer with wide 
range up to ⌃4900μT. IMU acceleration and gyroscope 
natively sample at 1125 Hz, and their data are low-pass 
!ltered on the board with an 11.5 Hz cuto# frequency. 
The magnetometer was set to sample continuously at 
25 Hz. The IMU data were stored at 25 Hz to include the 
cuto# frequency within the Nyquist frequency of 
fN à 12:5 Hz. The Adafruit Mini GPS PA1010D is used 
as a GPS receiver which provides GNNS strings at 1 Hz 
with time, latitude, and longitude but no vertical posi-
tion. Valid GNNS string return was at times intermittent 
due to wavedrifter submergence. GPS is used here only 
to provide UTC time to the IMU measurements, allow-
ing for synchronization to other observations such as 
video. Only a single GPS lock is required for synchroni-
zation. The boards for the microcontroller, SD card, 
IMU, and GPS are attached to PLA 3D printed modules 
using M2 screw/nut pairs. These modules then snap 
together forming a single body with an additional 
groove for the battery (Figure 1b,c). JST connectors 
run to the external IP68 switch allowing the wavedrif-
ter to be turned on and o#. A LED inside the wavedrif-
ter indicates whether the electronics are on or o#. 

A second LED indicates whether the wavedrifter has 
acquired a valid GPS-string. Data are written to an ASCII 
!le with time referenced to when the wavedrifter was 
turned on. Each time the wavedrifter is turned on, a new 
!le with a sequential !lename is written. Once GPS lock 
occurs, IMU sampling time is referenced to GPS time. 
Battery life is just over an hour. Electronic and internal 
housing supplies are about $165 per wavedrifter. This 
cost does not include assembly and wiring costs.

2.3. Wavedrifter mass and buoyancy

The instrumented wavedrifter has a mass of 77.5 g. In 
saltwater from the Scripps Institution of Oceanography 
(SIO) pier ρ ⇡ 1025 kgm�3, the wavedrifter reaches neu-
tral buoyancy at a mass of 92.5 g. Thus, the wavedrifter 
speci!c gravity in salt water is 0.84 corresponding to 
a density of 856 kgm�3. In freshwater with 
ρ à 1000 kgm�3, the wavedrifter speci!c gravity is 0.86.

2.4. IMU noise levels and converting acceleration 
to earth coordinates

Tests were performed to determine the noise proper-
ties of the ICM20948 IMU. A holder for the wavedrifter 
was fabricated that orients one wavedrifter axis verti-
cally and the others horizontally. There are 24 unique 
orientations. Wavedrifters were placed in each orienta-
tion and held still for 2 min at a time. The resulting data 
were used to calibrate the accelerometer and diagnose 

Figure 1. (a) Engineering diagrams of the wavedrifter external housing. (b) Photo of the transparent side of the wavedrifter with 
switch. (c) Photo of the opened wavedrifter showing the electronics package seated in the external housing and the O-ring. 
(d) Photo of the electronics package.

COASTAL ENGINEERING JOURNAL 3



the IMU noise levels. The accelerometer o#set was very 
small to the point of being negligible. Once calibrated, 
the IMU accelerometer noise standard deviation is 
σa à 0:0088 ms�2 for each component. Interpreted 
as white noise, this suggests a spectral noise "oor of 
σ2

a=fN à 6⇥ 10�6Öm2 s�3Ü=Hz, consistent with the 
manual quoted spectral noise "oor of 
5⇥ 10�6Öm2 s�3Ü=Hz (TDK 2017). The gyroscope pro-
vides data in rads�1. For each component, the gyro-
scope noise standard deviation is 8:3⇥ 10�4 rads�1, 
consistent with the manual inferred gyroscope noise 
of 9⇥ 10�4rads�1 (TDK 2017). However, gyroscope 
mean o#set in an axis can be as large as 0:02 rads�1. 
The magnetometer provides data in μT, and magnet-
ometer noise standard deviation was 0:95 μT. The 
manual does not specify magnetometer noise levels. 
Note, the manual caveats its accelerometer and gyro-
scope noise speci!cations (TDK 2017). The magnet-
ometer was calibrated for hard and soft iron 
distortions by rotating the wavedrifter in all possible 
orientations. This calibration is repeated after wave-
drifter deployments to recon!rm the calibration coe%-
cients. The resulting vector magnetic !eld magnitude 
has only small (few percent) variations. The IMU data is 
converted to wavedrifter acceleration in earth coordi-
nates (up, magnetic North, and magnetic East) using 
the MATLAB AHRS (Attitude, Heading, Reference 
System) library. The algorithm fuses acceleration, mag-
netometer, and gyroscope measurements to estimate 
orientation and its erros using a Kalman !lter. Input 
parameters include the IMU noise parameters above. 
We analyze wavedrifter acceleration a in earth coordi-
nates with components Öax; ay; azÜ, where az is vertical 
acceleration (i.e. gravity is removed) and the horizontal 
acceleration component will be in the speci!ed coor-
dinate system. More information on the wavedrifter is 
provided in the Zenodo data repository (Feddersen 
et al. 2023), including a manual, CAD drawings, 

Arduino code, MATLAB processing code, and sample 
data !les.

3. Laboratory tests

3.1. Wavedrifter buoyancy and vertical 
oscillation mode

Because the wavedrifter is buoyant, any submergence 
or elevation will lead to vertical accelerations that will 
be damped by the drag of the wavedrifter. To investi-
gate the mode of vertical oscillation, submergence 
tests were performed in a bucket !lled with saltwater 
(ρ ⇡ 1025 kgm�3). The bucket was !lled to a depth of 
10 cm. A wavedrifter was held !xed 6 cm below the 
surface such that the drifter was almost making con-
tact with the bottom of the bucket. The wavedrifter 
was held still for 5 s and then released. The wavedrif-
ters accelerated upwards, rose, breached the surface, 
and then oscillated vertically on the water surface with 
strong decay over a few seconds. After 3 s, waves that 
were generated by the breaching re"ected o# of the 
bucket sidewalls leading to further vertical oscillations. 
Thus, analysis was cuto# at 3 s. This test was performed 
a total of 3 times with two di#erent wavedrifters. The 
vertical component of acceleration az was estimated as 
described in Section 2.4). Time is referenced to wave-
drifter release time and the three tests were used to 
estimate wavedrifter-mean and standard deviation 
of azÖtÜ.

The time evolution of the wavedrifter-mean vertical 
acceleration azÖtÜ is shown in Figure 2. The wavedrifter 
azÖtÜ were similar across tests as indicated by the small 
standard deviations. Right after release, the mean 
wavedrifter accelerates upwards due to buoyancy 
with maximum az à 0:5 ms�2. Thereafter, the mean- 
wavedrifter decelerates (negative az) with minimum 
az à �1:5 ms�2 at t à 0:64 s associated with the 
wavedrifters partially-breaching the water surface. 
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Figure 2. Wavedrifter-mean vertical acceleration az (black) with standard deviation (shading) versus time since release t for the 
buoyancy-induced vertical oscillation tests. The wavedrifter partially breaches with maximum position out of the water at t à 0:6 s with 
minimum az ⇡ �1:5 ms�2. Note, the subsequent oscillation period shortens with time. The damped nonlinear oscillator model (1) 
versus time is shown as red-dashed.

4 F. FEDDERSEN ET AL.



The subsequent wavedrifter-mean maximum 
az à 0:45 ms�1 is associated with wavedrifter submer-
gence. Thereafter, the mean wavedrifter accelerations 
become more time harmonic with a consistent decay 
rate that resembles a damped linear oscillator, but with 
an oscillation period that slowly decreases from 0.56 
s between t à 0:8 and t à 1:36 s to a period of 0:38 
s between t à 2:36 and t à 2:74 s. Period or frequency 
dependence on oscillation amplitude is consistent 
with forcing that is nonlinear with displacement (i.e. 
not Hooke’s Law). For the fully submerged wavedrifter, 
only a water-based buoyancy force much smaller than 
gravity is felt. When fully emerged, the acceleration 
due to gravity is felt as air density is so low. For partial 
submergence, the buoyancy force is not linear with 
vertical position because the buoyancy is related to 
the submerged volume. Thus, subsequent to 
the second az maximum at t à 0:8 s, the evolution of 
the wavedrifter-mean acceleration closely resembles 
that of a damped nonlinear oscillator with

az à az;0 exp �Öt � t0Ü=τÖ Ü cos ω0Öt � t0Ü á γÖt � t0Ü2
⇣ ⌘

;

(1) 

where t0 à 0:8 s is the location of the acceleration 
peak (Figure 2), and the !t-parameters are 
az;0 à 0:45 ms�2, τ à 0:6 s, ω0 à 9:20 rads�1 and 
γ à 1:35 rads�2. It is useful to note that for a period 

of 0:6 s (or 2π=0:6 rads�1), an acceleration magnitude 
of 0:25 ms�2 implies a vertical oscillation amplitude of 
⌃2:3 mm. Thus, after the initial breach and submer-
gence, the wavedrifter vertical position oscillations are 
relatively small. When deployed, the wavedrifter will 
be accelerated vertically by the wave !eld that is pre-
sent which will induce small wavedrifter submer-
gences when the sea surface accelerates rapidly. 
Thus, acceleration variability in a range of frequencies 
near 2 Hz is expected that should be treated as noise 
and not as surface gravity waves.

3.2. Wave channel tests

We next performed experiments at the glass channel 
at Scripps Institution of Oceanography’s (SIO) 
Hydraulics Laboratory. The glass channel is a long 
channel with a piston wavemaker. The water depth 
was h à 0:38 m. Repeated packets of 30 waves at 
a frequency of f à 1:5 Hz (corresponding to kh à 3:4) 
were generated by the wavemaker. Each packet lasted 
20 s and was repeated 9 times. Wave amplitude, mea-
sured by ruler, was a ⇡ 0:013 m resulting in 
a moderate ak à 0:14. A wavedrifter sampled the 
waves in the glass channel over these packets. wave-
drifter vertical acceleration az time series show a series 
of nearly regular sinusoidal oscillations with amplitude 
1:1ms�2 (Figure 3a). The horizontal accelerations have 
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Figure 3. (a) Time series of wavedrifter vertical acceleration az over 6 seconds in the SIO Hydraulics Lab glass channel for 
monochromatic waves with frequency f à 1:5 Hz. (b) Vertical acceleration spectra Saz versus f from 180 s of data with 15 degrees- 
of-freedom and frequency resolution of 0:036 Hz. The error bar shows the 95% confidence limits.

COASTAL ENGINEERING JOURNAL 5



very similar patterns just out of phase with az. For low- 
sloped waves (i.e. small ak), orbital excursions are small 
relative to the wavelength, and in such situations, via 
the surface kinematic boundary condition, the water 
surface elevation η is related to az via

@2η
@t2 à az: (2) 

Using the frequency of 1.5 Hz, the az oscillations 
(Figure 3a) correspond to a wave amplitude of 0.012  
m, consistent with ruler-based measurements.

We then examine the vertical acceleration spectra, 
Saz . As expected from the nearly sinusoidal time-series 
(Figure 3a), Saz has a strong peak at f à 1:5 Hz with a 
0:05 Hz bandwidth related to the packet structure 
generated by the wavemaker (Figure 3b). At f à 3 Hz, 
a weak harmonic is present and at f > 6 Hz, a noise "oor 
as been reached at Saz < 10�5m2 s�3. This is consistent 
with the estimated spectral noise levels of 
2⇥ 10�6m2 s�3 as well as manual speci!ed noise levels 
(Section 2.4). In the 0.5 Hz wide-band from 1.6 to 2 Hz, 
there are arguably elevated spectral levels near 
Saz ⇡ 0:0035m2 s�3 (Figure 3b). A 0.4 Hz-wide "at spec-
trum at this level corresponds to a vertical acceleration 
standard deviation of 0:14ms�2, roughly consistent 
with the buoyancy-induced vertical oscillation mode 
(Figure 2). Thus, this likely represents the buoyancy- 
driven vertical oscillation mode and provides context 
for its potential spectral levels. Regardless, it is clearly 
much smaller than the overall wave signal.

Low-sloped (small ak) surface gravity waves, the 
ratio of horizontal to vertical velocity variance is related 
to tanh2ÖkhÜ as are the particle accelerations (for small 
ak). We convert the horizontal acceleration spectra to 
vertical spectra and integrate over the 0:1< f < 3 Hz 
band. The standard deviation of converted horizontal 
accelerations is 0:78 ms�2 and that of vertical accelera-
tions is 0:77 ms�2 with nearly identical spectra near 
the wave peak. This demonstrates that the wavedrifter 
is essentially water-following (or quasi-Lagrangian) for 
these laboratory conditions. Note, solutions to the 
Maxey-Riley equations (Maxey and Riley 1983), show 
that inertial particles increase their water following 
properties for "uid oscillations at longer time-scales 
and for stronger "uid velocities. Because, these wave 
velocities herein were very weak and at high fre-
quency, we expect the wavedrifter to be water follow-
ing in ocean wave conditions.

4. Measuring wave overturning at the Surf 
Ranch

We now demonstrate how the wavedrifter can be used 
to measure strongly overturning waves and the sub-
sequent transition to turbulence. Multiple wavedrifters 
were deployed over multiple waves at the Surf Ranch 

wave basin, located in Lemoore, CA, USA on May 3 
2022. Here, we report on a single drifter for a single 
wave to demonstrate the wavedrifter’s capability as an 
instrument. Future work will use the wavedrifter data 
over multiple waves to characterize strongly overturn-
ing waves and the subsequently generated vortex and 
turbulence. The Surf Ranch generates an approximate 
soliton wave of ⇡ 2 m height with a submerged hydro-
foil towed along-basin on a tram. The along-basin 
hydrofoil speed is approximately ⇡ 7:4ms�1. The 
wave propagates up the slope and overturns on the 
barred-bathymetry designed to allow surfers the 
opportunity to get “tubed” (Figure 4). The Surf Ranch 
as a laboratory is detailed in Feddersen et al. (2023). 
Wavedrifters were released by swimmers so that they 
would be entrained by the wave overturn. As an exam-
ple, a wavedrifter is seen in Figure 4 on the steep mid- 
face region of a wave that is overturning. This wave-
drifter continues elevating up the wave-face to the 
roof of the overturn and is subsequently pitched for-
ward and falls down with the overturn. Wavedrifter 
data was converted to earth coordinate accelerations 
as described in Section 2.4 where áx acceleration is in 
the direction of wave propagation (36� west of the 
along Surf Ranch direction), áy acceleration is along 
the wave face, and áz acceleration is upward.

We describe the method we used to systematically 
release wavedrifters at the same location with speci!c 
spacing. A "oat was anchored at a location prior to 
(o#shore of) wave overturning, and a polypropylene 
("oating) line with 1-m separation distance markers 
was attached to the "oat. Prior to wave arrival, three 
swimmers held !ve to six wavedrifters in place at the 
water surface at assigned distance markers from the 
line so that the relative initial separation of the wave-
drifters was known. Swimmers released the wavedrif-
ters just prior to wave arrival. Overhead video of 
wavedrifter releases was captured by a DJI Phantom 
4 unmanned aircraft system (UAS) at 30 Hz. A swimmer 
with a GoPro camera sampling at 120 Hz was used to 
capture wavedrifter motions within this wave overturn. 
The UAS and GoPro videos were time aligned to UTC 
and thus can be synced with wavedrifter observations. 
Here, we focus on a single wave observed by UAS and 
a GoPro camera and analyze a single wavedrifter 

Figure 4. Photo of an overturning wave at the Surf Ranch. 
A wavedrifter is visible in the face of the wave (highlighted by 
the dashed yellow circle) just prior to overturning. Other 
wavedrifters, released by the swimmers, are present but not 
clearly visible. Photo by Israel Alemu.
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(marked by the red dashed circle in Figure 5 and red 
circle in Figure 6) to demonstrate its capability of 
measuring wave overturning and the subsequent tur-
bulence after the overturn jet has impacted.

Time, denoted at Δt, is referenced to the moment 
that the wavedrifter, that is entrained in the overturning 
jet (or lip), impacts the wave surface in front. An exam-
ple at time Δt à �0:729 s, is shown in Figure 5a, where 
an overturning wave is bearing down on the six just- 
released wavedrifters, of which !ve are visible. The ana-
lyzed wavedrifter (indicated with a red dashed circle in 
Figure 5) is on the lower part of the sloped wave-face. At 
a time Δt à �0:396 s,(or 0.333 s later), the wave has 
propagated forward such that only the last wavedrifter 
is visible on the water surface (yellow dashed circle in 
Figure 5b). However, the analyzed wavedrifter (marked 
in red dashed), can now be seen embedded within the 
top of the overturn (red dashed circle).

Swimmer-captured GoPro images are shown in 
Figure 6 and are used to contextualize the wavedrifter 

observations. Quantitative comparison between video 
and wavedrifter is not possible as stereo-camera sys-
tems are required for quantitative reconstruction of 
wave surface (Bergamasco et al. 2017). At time 
Δt à �0:603 s, the wavedrifter is being lifted upward 
by the very steep wave-face (Figure 6a). This is 0.126 
s after the time in Figure 5a when the wavedrifter was 
on the lower-sloped part of the wave. At time 
Δt à �0:403 s, the wavedrifter is on the roof of the 
overturn, and is being advected forward in the wave 
propagation direction áx (Figure 6b). Concurrently, 
the wavedrifter is seen in the roof of the overturn in 
Figure 5b. At time Δt à �0:203 s, the wavedrifter is 
falling down with the overturning jet as it also moves 
farther forward of the propagating wave (Figure 6c). At 
time Δt à �0:033 s, the wavedrifter is about to hit the 
splash-up of the impacting jet (Figure 6d). In the next 
video frame, the wavedrifter is embedded in the 
splash-up and no longer visible.

We now examine the earth coordinate acceleration 
aÖtÜ à ÖaxÖtÜ; ayÖtÜ; azÖtÜÜ of the analyzed wavedrifter 
(Figure 7) where the vertical magenta lines represent 
the times of images in Figure 6. Recall that the wave-
drifter IMU samples at 25 Hz corresponding to 40 ms 
sampling time. We focus !rst on the overturning 
stage Δt< 0 during which the along-wave accelera-
tions ay are small. At time Δt< � 1:4 s, wavedrifter 
acceleration is near-zero in all 3 components. At 
Δt ⇡ �1 s, vertical acceleration begins increasing 
reaching a maximum of az à 0:9g near Δt à �0:6 
s (!rst magenta line in Figure 7a). This corresponds 
to the wavedrifter being mid-face on the nearly- 
vertically sloped wave face (Figure 6a). The horizontal 
wave-direction acceleration ax begins increasing just 
after az does. A maximum of ax à 3:67g is reached at 
Δt à �0:47 s, at which point the wavedrifter is 
already accelerating downward (az < 0). At time 
Δt à �0:403 s (second magenta line in Figure 7), 
the wavedrifter is on the upper-back portion of the 
overturn (Figure 6b). At this time, the peak horizontal 
acceleration maximum has passed but ax ⇡ 1:2g is 
still substantial, and the downward acceleration has 
an extrema with az à �3:2g. The large ax and az 

magnitudes during �0:6<Δt< � 0:3 s are likely 
due to the centripetal acceleration associated with 
the wavedrifter rapidly traversing the tight curve of 
the upper-back portion of the overturn, and are con-
sistent with the large acceleration magnitudes in this 
region seen in smoothed particle hydrodynamics 
modeling of a wave overturn (Landrini et al. 2007). 
As the wavedrifter begins falling within the overturn-
ing jet, az begins asymptoting to �g as the centrifu-
gal forces decrease indicating free-fall and the ax ⇡ 0. 
The image at Δt à �0:203 (Figure 6c; corresponding 
to the third magenta line in Figure 7) is consistent 
with the wavedrifter, embedded in the overturning 

Figure 5. UAS-based photos looking down on the Surf Ranch 
overturning wave chosen for analysis. Visible wavedrifters are 
highlighted by a dashed circle, either red for the analyzed 
wavedrifter or yellow for other wavedrifters. Note the swim-
mer to the left taking GoPro video, the swimmers that released 
the wavedrifters, and the line used to align the releases. Time 
Δt is referenced to the moment that the entrained wavedrifter 
impacts the free surface. (a) At time Δt à �0:729 s, the wave 
is just starting to overturn at the location of the wavedrifters. 
Five wavedrifters are visible with the analyzed wavedrifter in 
second position. An additional wavedrifter is already obscured 
by the overturn. (b) At time Δt à �0:396 s, all but one 
wavedrifter has been obscured by the overturn. The analyzed 
wavedrifter is visible through the top transparent part of the 
overturn (red dashed circle) as the wavedrifter is being ejected 
forward with the overturning jet.
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jet, largely being in free-fall with az à �1:1g and 
ax à 0:1g. At time Δt à �0:033 just before the wave-
drifter makes contact with the splash up (Figure 6d), 

the wavedrifter is essentially in a complete free fall 
with az à �1:05g and ax à 0:05g. The evolution of ax 

and az during the overturning stage is qualitatively 

Figure 6. Sequential images of Surf Ranch wave overturning for the wave in Figure 5. The analyzed wavedrifter is circled in red at 
specific times before wavedrifter impact: (a) Δt à �0:603 s as the wavedrifter is advected upward on the near vertical wave face, 
(b) Δt à �0:403 s as the wavedrifter is on the roof of the wave overturn, (c) Δt à �0:203 s as the wavedrifter is falling with the lip, 
and (d) Δt à �0:033 s as the wavedrifter is about to impact the water below. Swimmers who released the wavedrifters are visible 
ducking under the overturning wave.
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consistent with accelerations inferred from potential- 
"ow boundary element method numerical simula-
tions of a soliton overturning on a step reef 
(Yasuda, Mutsuda, and Mizutani 1997).

For Δt > 0 s, denoted the turbulent-transition stage, 
the wavedrifter embedded within the wave jet has 
impacted the water surface in front of the wave, there 
is substantial splash up, and the wavedrifter is no longer 
visible. Immediately, upon impact, the acceleration 
spikes to extrema of ax à �14g and az à 4:5g 
(Figure 7b) and both ax and az vary rapidly over the 
course of a few 40 ms samples. Because of the !nite size 
and mass of the wavedrifter and likely the strong "uid 
gradients at impact, this impact wavedrifter acceleration 
may not match the largest "uid parcel accelerations. In 
addition, the wavedrifter’s 25 Hz sampling rate may be 
not be fast enough to resolve the near-impact accelera-
tions. Shortly thereafter by Δt à 0:2 s, the acceleration 
still varies substantially from ⌃3g but not nearly as 
rapidly as upon impact. For Δt > 1 s, the y-acceleration 
ay varies as much as the other components of accelera-
tion indicating a transition to isotropic turbulence. At 
Δt > 3:25 s, the accelerations become weaker and more 
steady indicating that the wavedrifter is out of an active 
turbulence !eld and perhaps is embedded in the long- 
period seiche (with nonzero horizontal accelerations) 
induced by the breaking soliton.

Note, AHRS solutions when local accelerations are 
order of or stronger than gravity can be uncertain. 
Averaging over �1:5< t< 4 s results in a mean vertical 

acceleration of 0:1g, small relative to the overall mag-
nitude of accelerations, suggesting that the AHRS solu-
tion is reasonable. Another concern is that the large 
wavedrifter angular velocities could lead to the IMU 
reading large accelerations due to the IMU not being 
aligned with the rotational center of mass. The external 
housing has the majority of the mass and contributes 
the most to the rotational center of mass, thus we 
assume the center of volume is the rotational center 
of mass. The accelerometer is located within r à 0:5 
cm (on two axes) and r à 1 cm (on another axis) of the 
wavedrifter center of volume. Thus, a spin rate (angular 
velocity) of _θ à 600 dps, would induce an apparent 
acceleration magnitude of r _θ2 that is 6% or 12% of 
gravity and is thus small relative to the observed 
earth coordinate accelerations. During the overturning 
stage (Δt< 0) the spin rate is nearly always small. We 
highlight the times when any component of angular 
velocity magnitude is > 600 dps with vertical gray bars 
in Figure 7. In the overturning phase (Δt< 0 s), at no 
time was angular velocity elevated, indicating that the 
estimated a are not contaminated by centrifugal accel-
erations. During the turbulent-transition stage (Δt > 0), 
elevated angular velocities occur 20% of the time 
mostly in two groups, one near Δt à 1 s and another 
at 2:5<Δt< 3 s. At no time did any component of 
angular velocity exceed 1000 dps (recall the maximum 
range is 2000 dps), implying at most 0.15–0:3g, which 
is still far smaller than the observed a variability during 
the turbulent-transition stage. This suggests that the 
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Figure 7. Wavedrifter acceleration normalized by gravity in earth coordinates versus time from wavedrifter impact 
Δt: Accelerations components are in the wave propagation direction ax (blue), the along-wavecrest direction ay (orange), and 
the vertical direction az (yellow). Each sample time is indicated with a dot. Vertical magenta lines represent the Δt of the four 
sequential images in Figure 6. Panel (a) shows 6 s of time and inset panel (b) shows the 0.6 s of times near wavedrifter impact at 
Δt à 0 s.
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IMU accelerometer is not contaminated by centrifugal 
acceleration induced noise and that the wavedrifter 
can e#ectively sample the turbulent !eld within an 
actively breaking wave.

We explore further the wavedrifter capability by 
examining the particle trajectories implied by the 
earth coordinate accelerations. We de!ne the wave-
drifter position vector xÖtÜ à Öx; y; zÜ. We integrate the 
acceleration vector a twice, 

xÖΔtÜ à
ÖΔt

Δt0

Öt0

Δt0

aÖ~tÜd~t dt0 (3) 

where Δt0 à �1:5s and assuming zero initial velocity 
and an initial position of x à Ö0; 0; 0Ü m. The integra-
tion is done simply using the trapezoid rule and does 
not use more complex acceleration integration algo-
rithms of control theory. Because ay is weak during the 
overturning phase, we show the evolution of x in the 
Öx; zÜ plane over Δt 2 Ö�1:5; 1:2Ü s in Figure 8a. We 
limit the time-duration of the integration as long- 
integrations of acceleration are well understood to 
lead to signi!cant drift.

We !rst explore the inferred wavedrifter trajectories 
in the !xed Öx; zÜ reference frame. Initially, the wave-
drifter is at Öx; zÜ à Ö0; 0Ü m, with a subsequent slight 
�x motion that leads to the wavedrifter rising such 
that at Δt à �0:603 (Figure 6a), the wavedrifter is 0.6  
m above the initial location. The wavedrifter continues 
rising but is moved forward (áx) more rapidly. Near 
Δt à �0:403 s (Figure 6b), the wavedrifter reaches 
a maximum z of 1.3 m and is moved forward rapidly. 
At Δt à �0:203 s (Figure 6c), the wavedrifter has just 
started falling and follows a relatively straight trajec-
tory until Δt à �0:033 s (Figure 6d, when the 

wavedrifter is last visible) where the wavedrifter has 
moved 4 m forward and is at z à 0:5 m just before it 
impacts the splash up. In the turbulent-transition stage 
(Δt > 0 s), the wavedrifter is at !rst driven down to 
z à �0:6 m, looping backward slightly. It then moves 
forward again in an arc to near z à 0 m before being 
driven downward again to z à �0:71 m at Δt à 1:11 
s. This is indicative of the wavedrifter being advected 
by a coherent vortex induced by the broken wave 
overturn.

We next examine the wavedrifter trajectories in 
a reference frame moving with wave Öx0; zÜ where 
x0 à x � CΔt where the wave speed C ⇡ 6 ms�1 is esti-
mated from the along-basin foil speed (⇡ 7:4 ms�1) 
and the 36� wave propagation direction and x0 is o#set 
so that so the maximum z is located at x0 à 0 
(Figure 8b). We !rst examine the overturning stage. 
Initially, the wavedrifter is far ahead of the wave at 
z à 0 m and is moving backwards “toward” the wave. 
Near x0 à 1 m, the wavedrifter starts rising and at 
x à �0:25 m, makes a rapid turn shooting forward 
!rst, upward brie"y and then downward. The locations 
of the magenta symbols in Figure 8b are consistent 
with the wavedrifter locations in Figure 6. Overall, the 
wavedrifter trajectories in this stage strongly resemble 
the classic shape of wave overturning (e.g. 
Blenkinsopp and Chaplin 2008; Feddersen et al. 2023; 
Longuet-Higgins 1982; O’Dea, Brodie, and Elgar 2021), 
suggesting wavedrifter positions are accurate. Note 
that the wavedrifter trajectory is Lagrangian and 
should not be interpreted as the overturn shape at 
a !xed time. In the turbulent-transition stage (Δt > 0 
s), the wavedrifter is driven downward and left behind 
the wave moving in �x0. At about x0 à �1:5 m, the 
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Figure 8. Wavedrifter position evolution with time (colored) in (a) fixed Öx; zÜ coordinates and (b) coordinates moving in the wave 
reference frame Öx0; zÜ where x0 à x � CΔt, where C ⇡ 6m s�1 is the speed in the direction of wave propagation. In both, the 
colors represent time Δt and a point is shown every 40 ms (25 Hz). Separation between the points gives a sense of velocity. The 
times of the 4-images in Figure 6 are indicated as magenta circles. Positions are derived by integrating twice the earth coordinate 
accelerations (Figure 7) using (3).

10 F. FEDDERSEN ET AL.



wavedrifter is raised up and loops tightly back down-
ward continuing to move in �x, again consistent with 
a coherent vortex. Future research will use multiple 
wavedrifters over multiple waves to examine the 
detailed kinematics of wave overturning, the evolution 
of the vortical features generated via wave overturn-
ing, and how the post-breaking acceleration measure-
ments can be used to estimate energy dissipation 
rates.

5. Limitations and improvements

A signi!cant limitation to using the wavedrifter in !eld 
settings is the issue of locating and recovering the 
wavedrifter. Due to size, battery power, and cost con-
straints, the wavedrifter lacks telemetry – a feature of 
most GPS and IMU wave buoys (e.g. Rabault et al. 2022; 
Raghukumar et al. 2019). A wavedrifter released in 
!eld-scale overturning waves is easily lost. One possi-
bility is to fasten a leash on the wavedrifter using very 
thin yet strong !shing line attached to a swimmer or to 
a larger and far more visible "oat allowing the wave-
drifter to be recovered. With a leash, care must be 
taken that there is su%cient slack and scope so that 
the wavedrifter is water-following (Lagrangian) and 
not contaminated by forces imparted by the leash. 
Additional concerns include potentially having the 
leash foul on any surfers, swimmers, or watercraft in 
the region. Another possibility is to place a small active 
RFID tag into the wavedrifter. Such a tag would broad-
cast wavedrifter position so that a recovery team 
within ⇡ 50 m would be able to locate and recover 
the wavedrifter. This would allow !eld-released wave-
drifters to be found in regions where wavedrifters are 
likely beaching themselves or accumulating in 
a lagoon. Re"ective solas tape or day glo paint may 
also help in being able to locate wavedrifters. 
Wavedrifters ejecting o#shore in a rip current are, 
however, unlikely to be found.

The wavedrifter could be improved in other ways. 
First, the GPS is used here simply to get a UTC time 
reference to align with video of the wavedrifter. This 
GPS does not provide number of satellites, nor does it 
provide HDOP; thus, solution quality is unknown. The 
GPS also does not provide a vertical location which 
would be useful in constraining position integrations 
(3). The GPS latitude and longitude are intermittent 
and drift when lock is reacquired. The Adafruit Mini 
GPS PA1010D used here is inexpensive with easy 
Arduino integration but another GPS solution would 
improve the wavedrifter dramatically. Faster IMU sam-
pling perhaps would allow the accelerations right at 
overturning jet impact to be resolved. Increasing bat-
tery capacity beyond the current 1 h would enable new 
missions. Further improvements could include further 
miniaturization by fabricating a custom board holding 
all the electronics and processors, making the drifter 

even more water following. Improving power con-
sumption can also improve deployment times. For 
some applications, a speci!c gravity closer to but still 
less than one (rather than 0.84) may be desirable.

6. Discussion and a future experiment

Low-cost, small, water following, IMU-based wavedrif-
ters are a useful tool for probing aspects of nonlinear 
surface gravity wave steepening and overturning kine-
matics and the subsequent transition to turbulence in 
both shallow and deep water. Wavedrifter buoyancy 
response was detailed with laboratory experiments. 
Wavedrifters accurately measure small high- 
frequency waves in a laboratory wave "ume and 
were demonstrated to be water following, that is 
Lagrangian. We highlight a potential !eld-scale appli-
cation where the wavedrifter can be used to measure 
the Lagrangian accelerations in steepening and over-
turning of highly nonlinear surface gravity waves as 
well as the transition to turbulence during wave break-
ing. The small size (5 cm sphere), high-drag, and low 
mass (77 g) of the wavedrifter enables these kinds of 
measurements. This contrasts with the non-water fol-
lowing 40 cm diameter and 1 kg IMU wave buoy used 
to identify surfzone wave breaking events (Brown and 
Paasch 2021) analogous to deep water methods 
(Brown et al. 2018).

We close with proposing a future !eld experiment. 
Since the work of Duncan (1981), it is well understood 
that wave breaking imparts a force onto the water 
surface, essentially transferring momentum. 
Numerical (Deike, Pizzo, and Melville 2017) and labora-
tory (Lenain, Pizzo, and Melville 2019) experiments 
have clearly shown how the breaking of a single 
focused deep water wave packet induces "ow accel-
erations. A swarm deployment of wavedrifters (given 
the limitations discussed above) in a deep-water 
whitecapping wave !eld would measure both the 
occurrence of wave breaking but also the accelerations 
and drift induced by it. Deployments across wave ages 
could quantify the bulk e#ect of wave breaking on air- 
sea momentum transfer. Such observations can then 
be linked to statistical models for bulk air-sea "uxes 
(e.g. Romero 2019) or whitecap coverage (e.g. Brumer 
et al. 2017).
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